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ABSTRACT

Multiscale Queuing Analysis, Sampling Theory, and Network Probing

by

Vinay Ribeiro

This thesis develops novel multiscale solutions for problems in three fields – queuing theory, sampling theory, and network inference. First, we study the tail probability of an infinite-buffer queue fed with an arbitrary traffic source. The tail probability is a critical quantity for the design of computer networks. We propose a multiscale framework that uses traffic statistics at only a fixed finite set of time scales and derive three approximations for the tail probability. Theory and simulations strongly support the use of our approximations in different networking applications. Second, we design strategies to optimally sample a process in order to estimate its global average. Our results have implications for Internet measurement, sensor network design, environmental monitoring, etc. We restrict our analysis to linear estimation of certain multiscale stochastic processes – independent innovations trees and covariance trees. Our results demonstrate that the optimal solution depends strongly on the correlation structure of the tree. We also present an efficient “water-filling” solution for arbitrary independent innovations trees. Third, we present two probing tools that estimate the available bandwidth of network paths and locate links with scarce bandwidth. These tools aid network operations and network-aware applications such as grid computing. We use novel packet trains called “chirps” that simultaneously probe the network at multiple bit-rates which im-
proves the efficiency of the tools. We validate the tools through simulations and Internet experiments.
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order of magnitude.
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Chapter 1

Introduction

Multiscale techniques model and analyze phenomena at multiple scales in space or time. They have impacted research areas as diverse as material science [33], chemistry [76], biology [87], image processing [78], physics [32], and computer networking [77]. This thesis presents novel multiscale solutions for various problems which are particularly relevant to the field of computer networking. We begin by describing some key reasons for the success of multiscale techniques and then overview the specific problems we address in this thesis.

1.1 The success of multiscale techniques

Multiscale techniques appeal to the practitioner for several reasons. We highlight two of these that are particularly relevant to this thesis.

First, the dynamics of numerous phenomena occur at different scales thus making multiscale modeling and analysis a natural choice. For instance, take the dynamics of the solar system. The earth revolves around the sun on the timescale of a year while it rotates about its own axis on the timescale of a day. Another example is the dynamics of protein folding. While the timescale of vibration of covalent bonds is on the timescale of femtoseconds ($10^{-15}$), the folding time for proteins may well be on the timescale of seconds [32, 48]. Turbulence and the mass distribution in the universe are two other examples of natural phenomena with multiscale dynamics [32, 36].
In computer networks the dynamics of traffic displays multiscale characteristics. The work-hour patterns of humans cause strong periodicities in traffic volumes on the timescales of days and weeks while network protocols such as the Transmission Control Protocol (TCP) create periodicities in traffic at the sub-second timescale [89].

Second, multiscale techniques typically study data at a set of scales spaced exponentially relative to each other. We term such sets *exponential scales*. A significant advantage of exponential scales is that they can span a wide range of scales while being small in size. For example, just seven timescales, $10^{-j}s$, $j = 0, 1, \ldots, 6$, span the entire range of timescales from micro-seconds to seconds. Multiscale techniques thus efficiently capture the dynamics of phenomena at a wide range of scales which results in fast algorithms to solve various problems. A classic example of a fast multiscale algorithm is the wavelet transform. The wavelet transform of an $N$-point data has computational cost of the order of $N$, much smaller than the $N \log(N)$ cost of the Fast Fourier Transform (FFT) [17].

In this thesis we make generous use of multiscale techniques to address problems in queuing theory, sampling theory, and network probing which we describe next.

### 1.2 Queuing analysis

Queuing occurs in systems that possess limited resources to serve an arriving input stream of customers. When customers arrive faster than they can be served, the system temporarily buffers them in queues. Our daily experience of queues occurs at traffic stop lights, check-out registers at stores, booths for entrance tickets, and while boarding airplanes. Factories, water reservoirs at dams, and the human body (for example, energy storage in the body) are other examples of systems where queuing occurs.

Queuing is intrinsic to computer networks and intimately related to network perfor-
Networks such as the Internet transmit data in the form of packets (see Figure 1.1). Each router in the network forwards an incoming packet to an appropriate output link based on the address of its final destination. In this way packets hop from router-to-router until they reach their destination, analogous to a letter passing from one post office to the next in a postal system. Routers typically buffer incoming packets in queues where they await their turn for transmission on output links. Large bursts of incoming packets cause the queues to fill up and as a result packets face queuing delays. In case queues overflow, packets are discarded, that is they are dropped.

Maintaining low queuing delays is critical for the viability of real-time streaming applications for telephony, telemedicine, videoconferencing, economic transactions, gaming etc. Two methods of reducing queuing delays are network provisioning and admission control [15,38]. Network provisioning addresses the problem by ensuring that links have enough bandwidth to quickly transmit packets, thus reducing their waiting time in queues. Admission control addresses the problem by controlling the traffic input to the queues – computers are allowed to introduce packets into the network only if these are unlikely to fill up queues.

Both provisioning and admission control require appropriate queuing analysis tools.
Queuing analysis predicts queuing delays based on the statistics of input traffic and bandwidth resources that are available at router links. It is a rich field with a history that spans several decades [47]. The queuing analysis of classical Poisson and Markov models is particularly well-developed. However, the queuing analysis of strongly correlated processes such as those with long-range-dependence (LRD) is relatively nascent.

Many studies have proved the ubiquitous presence of LRD in a variety of traffic types including local-area network, wide-area network, and video traffic [13, 26, 50, 67]. Classical Poisson and Markov queuing techniques are unsuitable for LRD traffic which creates the need for new analytical tools. Up to now exact formulas for the queuing delay of LRD processes, other than for asymptotically large delays [30, 44, 63], have not been found and we are thus forced to use approximations.

This thesis introduces a new multiscale framework for queuing analysis that provides practical approximations for the tail probability of a queue with constant service rate. While it applies to any traffic process, it is particularly apt for LRD processes. Consider a queue with constant service rate $c$ and denote the total traffic arriving at the queue in time interval $[-t, 0]$ as $K[t]$. Note that $K[t]$ is the traffic at timescale $t$. The queue size, $Q$, at time $0$ equals the difference between the total traffic that entered the queue since it was last empty and the total traffic served since then. This fact is captured by Reich’s formula

$$Q = \sup_{t \geq 0} (K[t] - ct).$$  \hspace{1cm} (1.1)

From (1.1) we see that the queue size is a function of the traffic at different timescales.

One popular approach to approximating the tail queue probability, $\mathbb{P} \{Q > b\}$, uses the marginal distribution of traffic at a single timescale, the critical timescale, $\lambda(b)$ [61]. Intuitively the critical timescale is the most likely time for an empty queue to fill up
beyond size $b$. The critical timescale approximation is

$$\mathbb{P}\{K[\lambda(b)] - c\lambda(b) > b\} \approx \mathbb{P}\{Q > b\}. \quad (1.2)$$

The critical timescale is a function of the queue threshold $b$ as well as the traffic statistics and can take a wide range of values. For an arbitrary process computing the critical timescale requires the statistics at all timescales. Thus while the critical timescale is a powerful tool that has advanced the state-of-the-art in queuing theory, using it in practice is not straightforward.

Our multiscale approach to queuing analysis characterizes a traffic process in terms of its marginal distribution at a fixed finite set of timescales $t \in \theta$. This characterization extends the notion of the critical timescale to allow practical approximations for $\mathbb{P}\{Q > b\}$. Intuitively, we design $\theta$ such that it densely covers a wide range of timescales to ensure that at least one of its elements is close to $\lambda(b)$ for a wide range of queue sizes $b$. Replacing $\lambda(b)$ by this “closest” element of $\theta$ in (1.2) gives the max approximation for the tail queue probability. We provide two other approximations for the tail queue probability based on the marginals at timescales $\theta$, the product approximation, and the sum approximation. Some noteworthy features of our approximations are that they apply to any finite queue threshold $b$, that is, they are non-asymptotic; they apply to any traffic model including non-stationary ones; and they are simple to employ because they require traffic statistics only at few timescales $\theta$.

Our approach to analyzing a queue fed with a single source easily extends to the case where it is fed with the aggregate of several independent traffic processes. We simply convolve the marginal distributions of all the individual processes at timescales $t \in \theta$ to obtain the corresponding distributions for the aggregate process. We then apply our approximations for the tail queue probability as before.

We prove several theorems that elucidate different properties of our multiscale frame-
work for queuing. We prove that exponential time scales are optimal vis-à-vis the max approximation for a queue fed with fractional Brownian motion (fBm). We also prove numerous non-asymptotic error bounds, large-queue asymptotic results, and other bounds for the three approximations for different traffic models including fBm, fractional Gaussian noise (fGn), the wavelet-domain independent Gaussian model (WIG), and the multifractal wavelet model (MWM).

We compare the different approximations through numerical experiments. Figure 1.2 highlights some of our results. Observe that for queues fed with fGn and MWM traffic, the product and sum approximations are close to $\mathbb{P}\{Q > b\}$ for a wide range of queue thresholds $b$. The max approximation is a lower bound of $\mathbb{P}\{Q > b\}$ and is accurate to an order of magnitude.

In summary, theoretical and simulation results strongly support the use of our multi-
scale queuing analysis for different network applications including delay-sensitive provisioning and admission control. The analysis applies to arbitrary traffic processes and the queuing approximations are accurate and easy to employ. In addition, our novel approach of using traffic statistics at only a small set of timescales can potentially help develop new analysis tools for more general queuing systems than those we consider in this thesis.

1.3 Sampling theory

Sampling consists of selecting some part of a population to observe in order to estimate something about the whole population [84]. It becomes unavoidable when the cost of collecting data from the entire population is prohibitive. Sampling is critical to a number of fields including politics (election exit polls), biostatistics (design of drug testing to combat disease), marketing (sampling customer profiles), environmental monitoring (sampling pollution levels), agriculture (insect population density), Internet measurement (sampling traffic loads), signal processing (sparse sampling of signals), and sensor networks (sensor placement) [18, 19, 68, 84, 85, 88].

The accuracy of an estimate based on a particular sample set is directly related to how representative the set is of the whole population. For example, an election exit poll that samples people from all income groups is likely to give better results than one that samples only a single income group. Ideally we would like to use an optimal sample set, that is a sample set that provides the best possible estimate according to some optimality criterion.

In this thesis we design strategies to optimally sample multiscale stochastic processes. A multiscale process consists of a set of univariate random variables that are organized like the nodes of a tree (see Figure 1.3) [90]. Nodes at the bottom are called
leaves and the topmost node is the root. We associate each node with the average of a physical process over some region with nodes at higher scales corresponding to larger regions. The root thus represents the global average of the process and the leaves represent local samples.

The question we address is: Among all possible sets of leaves of size $n$, which set gives the best linear estimate of the root in terms of minimum mean squared error? Equivalently, at which locations must we strategically sample the process in order to estimate its global average optimally? This question has implications for Internet measurement, sensor network design, environmental monitoring, etc. When designing a sensor network to measure pollution, for instance, we may wish to know where to place a limited number of sensors in order to optimally estimate the total pollution in a given geographical region. Each sensor gives us a local measurement of pollution, that is a sample of the process that we model by a leaf of the tree. Our goal is to estimate the total pollution represented by the root (see Figure 1.3).

We prove optimality results for two types of multiscale processes: independent innovations trees and covariance trees. In an independent innovations tree every node is related to the node immediately above it through an independent random innovation. In
a covariance tree the covariance of leaf nodes is a function only of their distance in the tree.

For any independent innovations tree we show that the optimal solution is readily given by a polynomial-time algorithm that we term the *water-filling algorithm*. Note that the general problem of determining the set of \( n \) random variables that provide the best linear estimate of another random variable is NP-hard [27]. In contrast, our setting is one example of this general problem that is solved in polynomial-time by the water-filling algorithm.

Using the water-filling algorithm we demonstrate that the optimal leaf sets can vary from one independent tree to another. For a tree in which the variance of innovations is identical on the left and right side of the tree (see Figure 1.4(a)) the optimal sets consist of leaves uniformly spread out in the tree. For a tree in which the variance of innovations is different on the left and right side of the tree (see Figure 1.4(b)), the optimal leaf sets are concentrated toward one side.

For covariance trees we demonstrate that the optimal solutions vary dramatically with the correlation structure. For covariance trees with positive correlation progression through scales, sets of *uniformly spaced leaves* (leaves uniformly spread out in the tree) are optimal and sets of *clustered leaves* (sets of contiguous leaves) are the worst possible. For processes with negative correlation progression, sets of uniformly spaced leaves are the worst possible.

The intuition for these results is that sets of leaf nodes that are “more correlated” give worse estimates of the root. Essentially leaf nodes that are highly correlated contain more redundant information and hence cannot give good estimates of the root. In the case of trees with positive correlation progression, clustered leaf nodes are strongly correlated when compared to uniform leaf nodes. The opposite is true in the negative
Figure 1.4: Optimal leaf sets of different sizes for two different independent innovations trees: (a) tree with balanced variance of innovations, (b) tree with unbalanced variance of innovations. In (a) the uniform leaf node sets are optimal whereas in (b) the nodes on the left half of the tree are more preferable to those on the right.

correlation progression case.

In summary, the water-filling algorithm provides a fast polynomial-time algorithm to determine the optimal solution of any independent innovations tree. Our results for covariance trees prove that the optimal results can vary drastically depending on the covariance structure of the modeled process. These findings impact a wide range of applications including the design of sensor networks and Internet inference schemes.

1.4 Network probing

The Internet has become a vital component of international commerce, interpersonal communication, and technological development. Thanks to rapid technological improvements and its decentralized nature, the Internet has grown rapidly.

In order to maintain the Internet’s future growth and viability it is critical to measure
and improve its performance. Researchers, service providers, and other Internet users need to understand the Internet’s growth characteristics and its limitations, both globally and locally, in order to improve the design of the Internet and efficiently use its resources [16].

Unfortunately measuring different properties of the Internet is non-trivial. First, the Internet is owned by different entities making the sharing and dissemination of information difficult. Second, because the Internet is extremely large, any widespread measurement infrastructure would require huge resources in terms of storage memory and other equipment. Third, the measurement process by itself can degrade network performance. For example, collecting information from routers may use up precious CPU and bandwidth resources which can affect their packet forwarding performance.

One solution to the problem of Internet measurement is edge-based probing. Rather than measure internal properties of the Internet directly, edge-based probing techniques infer them from the end-to-end delay of injected probe packets. Several probing techniques have been suggested to measure the bandwidth of links on a path, the cross-traffic in simplified network settings, the delay and packet loss at individual links in the network, and the topology of the network [19, 23, 29, 31, 42, 71].

In this thesis we focus on the inference of available bandwidth. We define the available bandwidth of a link as its unused bandwidth in a given time interval. The available bandwidth of a network path is simply the least available bandwidth of all links that constitute the path. Knowledge about the available bandwidth of different paths can aid route selection, server selection, rate-based streaming applications, and network-aware applications such as grid computing [11, 22, 41].

The principle of self induced congestion provides one effective way to estimate available bandwidth [45, 59]. This principle relies on the fact that routers buffer incoming
packets in queues before transmitting them on output links (see Figure 1.1). If the incoming packet bit rate exceeds the transmission rate of the outgoing link then packets fill up the corresponding queue and face queuing delays. According to the principle of self-induced congestion if we inject probe packets into a path at a bit rate faster than the available bandwidth then the path’s queues will congest leading to increasing delays. The path’s queues will not congest, however, if the probing bit rate is less than the available bandwidth. We can thus infer the available bandwidth by injecting probe packets into the network at different bit rates and finding the minimum bit rate at which we start to see increasing delays of probe packets.

While estimating available bandwidth we are confronted with the dilemma of a probing “uncertainty principle.” By introducing more probe packets into the network we can probe at more bit rates and hence estimate available bandwidth more accurately. However, we simultaneously starve other traffic on the network of precious bandwidth resources. We thus have the task of scanning the bandwidth spectrum efficiently to obtain an accurate estimate of available bandwidth. This is particularly challenging because the available bandwidth can vary by several orders of magnitude due to the heterogeneity of Internet links. The bandwidth of a modem line can be as low as $56 \times 10^3 \text{ bits-per-second (bps)}$ and that of backbone links can be as high as $10 \times 10^9 \text{ bps}$.

Our first probing tool, pathChirp, uses a multiscale probing strategy to efficiently estimate available bandwidth [74]. It uses special packet trains called chirps in which the time interval between successive packets decreases exponentially. Because the probing bit rate is inversely proportional to the time interval between probe packets, the probing bit rate within a chirp increases exponentially fast (see Figure 1.5). Thus chirps sweep through a wide range of probing rates using a few packets which allows us to estimate the available bandwidth efficiently using the self-induced congestion principle.
We demonstrate pathChirp’s efficiency by comparing it to other probing tools through simulations and Internet experiments.

In addition to estimating the magnitude of available bandwidth of a path we also estimate spatial information about the available bandwidth, namely the location of thin links. We define a thin link as any link with less available bandwidth than all links preceding it on a path. We term the last thin link of a path the tight link. The tight link by definition has the least available bandwidth among all links of the path. Information about the locations of thin links assists network monitoring and troubleshooting and can provide insight into the causes of network congestion and ways of circumventing it.

Our second probing tool, the Spatio-Temporal Available Bandwidth estimator STAB, locates thin links. In addition to the principle of self-induced congestion, STAB employs the concept of packet tailgating [73]. Packet tailgating uses special packet-pairs; each pair consists of a large packet closely followed by a small one. These help estimate the available bandwidth of different segments of the path which extend from the source to different intermediate links.
Figure 1.6: Thin link localization experiment topology. The paths share eight links.

Figure 1.7: STAB’s real-time estimates of available bandwidth vs. segment length for the (a) UWisc – Rice and (b) UIUC – Rice paths corresponding to the topology depicted in Fig. 1.6. In (a) observe a steep drop at link 13 and in (b) at link 14 indicating that they are thin links.

STAB locates thin links from a plot of available bandwidth against segment length. This plot ideally decreases at every point corresponding to a thin link and remains constant between consecutive thin links. We thus estimate thin link locations as those points in this plot where we observe a noticeable decrease in available bandwidth.

We use STAB to locate the thin links on two paths depicted in Figure 1.6. From the plot of available bandwidth against segment length for the UWisc – Rice path in Figure
1.7(a) we observe that the available bandwidth drops sharply at link 13. This indicates that link 13 is a thin link. The plot also indicates that link 13 is the last thin link of the path, the tight link. From Figure 1.7(b) we observe that link 14 is the tight link for the UIUC – Rice path. Note from Figure 1.6 that link 13 of the UWisc – Rice path and link 14 of the UIUC – Rice path are identical. Thus STAB reveals that both paths have the same tight link.

In practice the dynamics of cross-traffic on the path introduce noise that affect our estimates of available bandwidth and locations of thin links. PathChirp and STAB address the issue of noise using different algorithms.

In summary, by using packet chirps, the principle of self-induced congestion and the concept of packet tailgating, our tools pathChirp and STAB efficiently estimate the available bandwidth of paths and locate thin links. Simulations and Internet experiments support their use for different applications. Both tools are available as freeware on the web [1].

1.5 Outline of thesis

The rest of the thesis is organized as follows. We present our contributions to the three fields of queuing analysis, sampling theory, and network probing in Chapters 2, 3, and 4, respectively. Each of these chapters ends with a summary of our contributions to the corresponding field. We conclude with some insights about future directions for this research in Chapter 5.

The reader must bear in mind one issue regarding notation while perusing this thesis. Because Chapters 2 and 3 each use a large body of symbolic notation we cannot completely avoid using the same symbols to represent different quantities in these chapters. There is no reuse of symbols within any chapter, however, and each of Chapters 2, 3,
and 4 can be read independent of the others.
Chapter 2

Queuing Analysis

In this chapter develop a new approach to queuing analysis called the \textit{multiscale queuing analysis}. We model a router queue as an infinite length queue with constant service rate [64] and study the probability that the queue size $Q$ exceeds a threshold $b$, $\mathbb{P}\{Q > b\}$, also called the \textit{tail queue probability}.

We can predict $\mathbb{P}\{Q > b\}$ in several ways. First, we can model network traffic using different processes (also called traffic models) and use any exact formula for $\mathbb{P}\{Q > b\}$ that is available. Second, in case exact results are unavailable for a particular process we can employ analytical results that only approximate $\mathbb{P}\{Q > b\}$, which we call \textit{queuing approximations}. Third, if modeling traffic with a standard random process is cumbersome or inadequate then we can predict $\mathbb{P}\{Q > b\}$ directly from measured traffic statistics. In such a scenario it is desirable to use a small number of traffic statistics in order to reduce data acquisition and computational requirements. Our analysis addresses the second and third scenarios mentioned above.

The rest of this chapter is organized as follows. We review previous work on the concept of the critical timescale, which is crucial to our analysis, in Section 2.1. In Section 2.2 we present the multiscale queuing analysis and derive various queuing approximations. Section 2.3 describes the fBm, the WIG, and the MWM traffic models. In Section 2.4 we prove the optimality of exponential timescales for fBm. Section 2.5 proves large buffer asymptotic results and Section 2.6 proves bounding results for the different queuing approximations. In Section 2.7 we prove the convergence of the product approxima-
tion. Section 2.8 demonstrates the accuracy of the approximations through simulations with Internet and synthetic model data and also demonstrates the impact of marginals on queuing. We summarize our findings in Section 2.9.

2.1 Review of critical timescale analysis

In this section we review previous work on the critical timescale queuing analysis to set the stage for our multiscale queuing analysis in subsequent sections.

2.1.1 Queue size as a multiscale function

Consider a continuous-time fluid queue with constant service rate \( c \) with traffic process \( X_\tau, \tau \in \mathbb{R} \) as input. We refer to

\[
K_\tau[t] := \int_{\tau-t}^{\tau} X_\omega \, d\omega
\]  

(2.1)

as the traffic process at timescale \( t \). To avoid notational ambiguity we occasionally add superscripts such as in \( K^{(X)}_\tau[t] \) to identify the traffic process. For the ease of notation we drop the subscript \( \tau \) for all time-invariant quantities.

Assuming that the queue was empty at some time instant prior to \( \tau \), the queue size \( Q_\tau \) equals the difference between the total traffic that arrived at the queue and the total traffic serviced since the time instant the queue was last empty. This is succinctly captured by Reich’s formula [70]

\[
Q_\tau := \sup_{t>0} (K_\tau[t] - ct).
\]  

(2.2)

We address the requirement of an empty queue prior to \( \tau \) with mathematical rigor in Section 2.3.5.

A key interpretation of (2.2) is that \( Q_\tau \) equals a function of \( K_\tau[t] \), the traffic process
at all timescales \( t \). The question arises as to whether or not we can accurately approximate \( \mathbb{P}\{Q > b\} \) using the distribution of \( K_\tau[t] \) at a single timescale \( t \).

### 2.1.2 Critical timescale queuing approximation

Most proposed approximations of \( \mathbb{P}\{Q > b\} \) for queues fed by LRD traffic are indeed based on a single timescale called the critical timescale [20, 30, 34, 39, 61, 63]

\[
\lambda_\tau(b) := \arg \sup_{t > 0} \mathbb{P}\{K_\tau[t] - ct > b\}.
\]

(2.3)

We term the associated queue tail approximation the critical timescale approximation

\[
C_\tau(b) := \sup_{t > 0} \mathbb{P}\{K_\tau[t] - ct > b\} = \mathbb{P}\{K_\tau[\lambda_\tau(b)] - c\lambda_\tau(b) > b\}.
\]

(2.4)

Clearly \( C_\tau(b) \) is a lower bound of \( \mathbb{P}\{Q_\tau > b\} \) since by (2.2) \( K_\tau[\lambda_\tau(b)] - c\lambda_\tau(b) \leq Q_\tau \); thus

\[
C_\tau(b) \leq \mathbb{P}\{Q_\tau > b\}.
\]

(2.5)

Earlier work based on large deviation theory has shown that \( C_\tau(b) \) has the same log-asymptotic decay as \( \mathbb{P}\{Q_\tau > b\} \) when \( b \to \infty \) for a large class of input traffic processes including fBm [30, 63]. As the simulations in Section 2.8 demonstrate, \( C_\tau(b) \) is also a good approximation for \( \mathbb{P}\{Q_\tau > b\} \) for any finite \( b \) for fBm-fed queues. The intuition for the accuracy of \( C_\tau(b) \) is that “rare events occur in the most likely way.” In other words given that \( \{Q_\tau > b\} \) is a rare event, if the queue size is conditioned to fill up greater than \( b \) then it does so in time \( \lambda_\tau(b) \) in which this is most likely. That is, conditioned on \( \{Q_\tau > b\} \), we have that \( Q_\tau \) is approximately equal to \( K[\lambda_\tau(b)] - c\lambda_\tau(b) \).

While the critical timescale is a powerful tool that has advanced the state-of-the-art in queuing theory, using it in practice is not straightforward. First, consider the problem of computing \( C_\tau(b) \) for a queue fed with an arbitrary process, solely from empirical
traffic measurements. From (2.4) we see that we require the distribution of $K_\tau[t]$ for all possible $t$. This is infeasible to obtain empirically. Even if we replace purely empirical schemes by techniques that use both empirical statistics and analytical models, similar computational problems may persist. For example if we use traffic models for which analytical expressions for $C_\tau(b)$ are unknown then we may have to employ computationally intensive algorithms to determine $C_\tau(b)$. Second, say that we wish to compute the critical timescale approximation when two independent processes $X$ and $Y$ are multiplexed and input to a queue. Such a scenario often arises in admission control and network provisioning [15, 38]. Obtaining $C_{\tau}^{\{X+Y\}}(b)$ directly from the statistics of $X$ and $Y$ is again fraught with similar problems.

2.2 Multiscale queuing approximations

In this section we develop three new queuing approximations that do not have the computational problems that are associated with using the critical timescale approximation. A key factor that simplifies their computation is that they use traffic statistics only at a fixed finite set of timescales $\theta \subset \mathbb{R}_+$. Note that while some of our theoretical results are for countably infinite sets $\theta$, in practice we always employ a truncated, finite set $\theta$ when computing the queuing approximations. We typically choose the set $\theta$ to span the range of timescales in which we expect the critical timescale $\lambda(b)$ to lie, for values of $b$ relevant to a particular application.

2.2.1 Max approximation

In analogy to the queue size formula and the critical timescale (see (2.2) and (2.3)) define

$$Q_\tau^{[\theta]} := \sup_{t \in \theta} (K_\tau[t] - ct) \quad (2.6)$$
and

$$\lambda[\theta]^\tau(b) := \arg \sup_{t \in \theta} \mathbb{P}\{K_\tau[t] - ct > b\}$$  \hspace{1cm} (2.7)

for $\theta \subset \mathbb{R}_+$. This leads to the max approximation

$$L[\theta]^\tau(b) := \sup_{t \in \theta} \mathbb{P}\{K_\tau[t] - ct > b\} = \mathbb{P}\left\{K_\tau\left[\lambda[\theta]^\tau\right] - c\lambda[\theta]^\tau > b\right\}. \hspace{1cm} (2.8)$$

Comparing (2.4) to (2.8) we see that the max approximation is similar to the critical timescale approximation with the difference that the supremum is taken over a finite set in (2.8) instead of over all timescales in (2.4). From (2.4), (2.5), and (2.8) we have the bounds

$$L[\theta]^\tau(b) \leq C_\tau(b) \leq \mathbb{P}\{Q_\tau > b\}.$$  \hspace{1cm} (2.9)

We note from (2.2) and (2.6) that

$$Q_\tau = Q[\tau]^\mathbb{R}_+ \geq Q[\tau]^\theta$$  \hspace{1cm} (2.10)

and from (2.6), (2.8), and (2.10) that

$$L[\theta]^\tau(b) \leq \mathbb{P}\{Q[\theta]^\tau > b\} \leq \mathbb{P}\{Q_\tau > b\}. \hspace{1cm} (2.11)$$

The max approximation is a practical replacement for $C_\tau(b)$. Since the max approximation requires estimates of $\mathbb{P}\{K_\tau[t] - ct > b\}$ only for $t \in \theta$, the difficulties associated with computing $C_\tau(b)$ as we described earlier do not arise. First, consider the problem of obtaining the max approximation from empirical traffic measurements. We simply compute histograms of the traffic at timescales $t \in \theta$ and then estimate $\mathbb{P}\{K_\tau[t] - ct > b\}$. Second, consider the problem of computing the max approximation when two independent processes $X$ and $Y$ are multiplexed and input to a queue. By simply convolving the distributions of $K_\tau^X[t]$ and $K_\tau^Y[t]$ for $t \in \theta$ we obtain the corresponding distributions of $K_\tau^{X+Y}[t]$, which immediately give the max approximation.
2.2.2 Product and sum approximations

Two additional approximations of $\mathbb{P}\{Q_\tau > b\}$ based on the set of timescales $\theta$ are the product approximation

$$P^{[\theta]}_p(b) := 1 - \prod_{t \in \theta} \mathbb{P}\{K_\tau[t] - ct < b\}$$

(2.12)

and the sum approximation

$$S^{[\theta]}_s(b) := \sum_{t \in \theta} \mathbb{P}\{K_\tau[t] - ct > b\}.$$  

(2.13)

Note that the product approximation equals $\mathbb{P}\{Q^{[\theta]}_\tau > b\}$ if the events $\{K_\tau[t] - ct > b\}$, $t \in \theta$, are independent,* and that the sum approximation equals $\mathbb{P}\{Q^{[\theta]}_\tau > b\}$ if the same events are mutually exclusive.

2.2.3 Intuition for the accuracy of the approximations

The max, product, and sum approximations inherit the accuracy of the critical timescale approximation while being practical. If there exists an element of $\theta$ close enough to the critical time-scale then $L^{[\theta]}_p(b)$ will be close to $C_\tau(b)$ (see (2.4) and (2.8)). Moreover, if a single probability term dominates the summation in (2.13), then the product and sum approximations will closely approximate $L^{[\theta]}_p(b)$ and hence $C_\tau(b)$. Simulations below in Section 2.8 demonstrate that the product and sum approximations are often closer to $\mathbb{P}\{Q_\tau > b\}$ than the max approximation. In subsequent sections we study several issues related to the three approximations.
2.3 Traffic models

This section describes four traffic models that we focus on in this chapter. While all have been shown to model the LRD in real Internet traffic well, they differ in their ability to model other properties of traffic.

2.3.1 Fractional Brownian motion

Fractional Brownian motion (fBm) is the unique Gaussian process with stationary increments and the following scaling property for all $a > 0$, $\tau \in \mathbb{R}$, and $0 < H < 1$ [55]

$$B_{a \tau} \overset{d}{=} a^H B_{\tau}.$$  \hfill (2.14)

The symbols “$\overset{d}{=}”$, “var”, $\mathbb{E}$ and “cov” denote equality in distribution, variance, expectation, and covariance respectively.

*If events $E_i$, $i \in \mathbb{N}$, are independent then so are their complements.*
2.3.2 Fractional Gaussian noise

Fractional Gaussian noise (fGn) is the increment process of fBm. While fGn is stationary, fBm is itself non-stationary by definition. Denote the stochastic differential of $B_\tau$ as $\Delta_\tau B$. We denote fGn by

$$G_\tau[t] := K_\tau^{(\Delta_\tau B)}[t] = B_\tau - B_{\tau-t}. \quad (2.15)$$

While it is difficult to define $\Delta_\tau B$ rigorously, its aggregate $K_\tau^{(\Delta_\tau B)}[t]$ is well defined. Often one is interested only in the time series $\{G_{it'}[t']\}_{i \in \mathbb{Z}}$ with $t'$ a constant time lag. From (2.14) and (2.15) we have that

$$K_\tau^{(\Delta_\tau B)}[t] \overset{d}{=} B_t \overset{d}{=} t^H B_1 \quad (2.16)$$

and thus

$$\text{var}(G_{it'}[t']) = \text{var}(K_\tau^{(\Delta_\tau B)}[t']) = \sigma^2(t')^{2H} \quad (2.17)$$

where $\sigma^2 = \text{var}(B_1)$. When $1/2 < H < 1$, fGn possesses LRD.

2.3.3 Wavelet-domain independent Gaussian (WIG) model

The WIG is a Gaussian traffic model that is able to approximate fBm and fGn as well as processes with more general scaling than (2.14) and (2.17). It uses a multiscale tree to model traffic over the time interval $[0, T]$ [53, 54]. The nodes $V_{j,k}$ on the tree correspond to the total traffic in the time interval $[k2^{-j}T, (k+1)2^{-j}T], k = 0, \ldots, 2^j - 1$ (see Fig. 2.1).

Starting at node $V_{j,k}$, the WIG models its two child nodes $V_{j+1,2k}$ and $V_{j+1,2k+1}$ using independent additive random innovations $Z_{j,k}$ through

$$V_{j+1,2k} = (V_{j,k} + Z_{j,k})/2, \quad V_{j+1,2k+1} = (V_{j,k} - Z_{j,k})/2. \quad (2.18)$$
In practice one uses a WIG tree of finite depth $n$ to obtain a discrete-time process $V_{n,k}$. The $Z_{j,k}$ have the same variance within each scale $j$, thus guaranteeing that $V_{n,k}$ is a first-order stationary process. The root $V_{0,0}$ and all $Z_{j,k}$ are Gaussian which ensures that all tree nodes are Gaussian.

To fit a traffic model means to choose its parameters either to match key statistics of observed traffic or to ensure that the model has certain prespecified statistical properties. Fitting the WIG involves choosing its parameters to obtain a required variance progression of $\text{var}(V_{j,k})$. The WIG can provide a Gaussian approximation for any stationary discrete-time process $X$; that is the WIG can be fit to obtain

$$\text{var}(V_{n-j,k}) = \text{var}\left(K^{\{X\}[2^j]}\right).$$

(2.19)

We will hitherto refer to a WIG model for which (2.19) holds as a “WIG model of $X$”. Synthetic WIG data has been shown to match the queueing behavior of Gaussian-like Internet traffic well [54].

### 2.3.4 Multifractal wavelet model (MWM)

The MWM is a non-Gaussian model based on a multiscale tree that, like the WIG, allows a more general scaling behavior of the variance of tree nodes than fGn [77]. Unlike the WIG, it ensures positivity at all time scales, an intrinsic property of real data traffic that is often ill approximated by Gaussian models. Setting $V_{0,0} \geq 0$ the MWM uses independent multiplicative innovations $U_{j,k} \in [0, 1]$ to model the two children of node $V_{j,k}$ through

$$V_{j+1,2k} := V_{j,k}U_{j,k},$$

$$V_{j+1,2k+1} := V_{j,k}(1 - U_{j,k}).$$

(2.20)

Because the product of independent random variables converges to a log-normal distribution by the central limit theorem, the nodes $V_{j,k}$ become approximately log-normal
with increasing $j$.

Following [77], we model the $U_{j,k}$’s and $V_{0,0}$ as symmetric beta random variables.

\[ U_{j,k} \sim \beta(p_j, p_j), \quad p_j \geq 0 \tag{2.21} \]

and $V_{0,0}$ as

\[ V_{0,0} \sim \rho U_{-1} \tag{2.22} \]

with $\rho \geq 0$ a constant and $U_{-1} \sim \beta(p_{-1}, p_{-1})$, an asymmetric beta random variable.

In our simulation experiments we set $p_{-1} = q_{-1}$. The tree node $V_{j,k}$ is thus the product of several independent beta random variables. Using Fan’s result [37], we approximate the distribution of $V_{j,k}$ as another beta distribution with known parameters in order to compute different queuing approximations for the MWM.

Fitting the MWM involves choosing its parameters to obtain a required variance progression of $\text{var}(V_{j,k})$. The MWM can model any stationary discrete-time process $X$ with positive autocovariance in the sense of (2.19). It has been shown to capture the queuing behavior of certain heavy-tailed, non-Gaussian traffic well [75].

While the WIG and MWM models are first-order stationary, they are not second-order stationary. This is apparent from Fig. 2.1. Observe that $V_{j+2,4k}$ and $V_{j+2,4k+1}$ have the same parent node while $V_{j+2,4k+1}$ and $V_{j+2,4k+2}$ do not. Thus the correlation of $V_{j+2,4k+1}$ with its two neighbors, $V_{j+2,4k}$ and $V_{j+2,4k+2}$, are different. Both models however have a time-averaged correlation structure that is close to the stationary process $X$ that they model (see [53, 77] for details).

### 2.3.5 Queuing analysis setup for fBm, fGn, WIG, and MWM

We now state precisely the queuing setup for the fBm, fGn, WIG, and MWM models that we analyze in subsequent sections. We set the initial queue size to be empty to satisfy the sufficient condition for (2.2) to hold (see Section 2.1.1).
All queuing results in this thesis for queues with fBm input correspond to a continuous-time queue with service rate \( c \), initial value \( Q_0 := 0 \), and \( K_\tau[t] = K_\tau^{\Delta, B+m}[t] = B_\tau - B_{\tau^{-t}} + mt \). We have

\[
P\{Q_\tau > b\} = P\left\{ \sup_{0 \leq t \leq \tau} (K_\tau[t] - ct) > b \right\}
\]

\[
\xrightarrow{\tau \to \infty} P\left\{ \sup_{t \geq 0} (K_0[t] - ct) > b \right\} =: P\{Q_\infty > b\}
\]

(2.23)

where the limit holds because of stationarity of fBm increments and Lemma 34 (in Appendix A). We assume that \( \tilde{c} := c - m > 0 \) and study the quantity \( P\{Q_\infty > b\} \) as defined in (2.23).

For fGn, WIG, and MWM traffic we consider discrete-time queues that are initialized to \( Q_0 := 0 \) and evolve according to

\[
Q_{\tau+1} = \max(Q_\tau + X_\tau - \tau, 0), \quad \tau \in \mathbb{Z}_+.
\]

(2.24)

Defining \( K_\tau[t] := \sum_{k=\tau^{-t}}^{\tau-1} X_k \) for \( t = 1, 2, \ldots, \tau \) and \( \tau = 1, 2, \ldots, \infty \), and \( K_\tau[0] := 0 \) we have

\[
Q_\tau := \max_{t=0,1,\ldots,\tau} (K_\tau[t] - \tau t).
\]

(2.25)

For fGn we set \( \tau = ct' \) and \( X_\tau = G_{\tau t'}[t'] \) for \( \tau = 0, 1, \ldots, \infty \). We study the quantity \( P\{Q_\infty > b\} \) which is defined as in (2.23) with the difference that \( t \) and \( \tau \) take integer values.

For the WIG and MWM we consider \( Q_\tau \) only for \( \tau = 0, 1, \ldots, 2^n - 1 \) with \( \bar{c} = \tilde{c}^{(n)} := cT2^{-n} \) where \( n \) is the depth of the multiscale tree. Here \( X_\tau = \mathbb{V}_{n,\tau} \). We assume that

\[
\mathbb{E}(\mathbb{V}_{n,k}) < \tilde{c}^{(n)}
\]

(2.26)

and study \( P\{Q_\tau > b\} \) which is a time-varying quantity.
For the fGn, WIG, and MWM models $K_{	au}[t]$ is only defined for $t = 0, 1, \ldots, \tau$. For these models we define $L_{\tau}^{[\theta]}(b)$, $P_{\tau}^{[\theta]}(b)$, and $S_{\tau}^{[\theta]}(b)$ as in (2.8), (2.12), and (2.13) except that we replace $\theta$ by $\theta \cap \{0, 1, \ldots, \tau\}$.

### 2.4 Optimality of exponential time scales for the max approximation of an fBm queue

Comparing (2.4) and (2.8) we see that the more dense $\theta$ is in $\mathbb{R}_+$, the closer the max approximation is to $C_{\tau}(b)$. However, we simultaneously have to acquire data at more time scales, and the max computational cost increases (see (2.8)). In this section we prove that the sets of exponential time scales

$$
\theta_\alpha := \{\alpha^k : k \in \mathbb{Z}\}, \quad \alpha > 1,
$$

optimally balances this trade-off in accuracy versus computational cost.

More precisely, for a queue with fBm input we first obtain a non-asymptotic bound on the error of $L_{\tau}^{[\theta_\alpha]}(b)$ in approximating $C(b)$. This bound proves that $L_{\tau}^{[\theta_\alpha]}(b)$ accurately approximates $C(b)$ for a wide range of $\alpha$. Second, we prove that $\theta_\alpha$ is the most sparse of all sets $\theta$ that satisfy a particular accuracy criterion for $L_{\tau}^{[\theta]}(b)$.

#### 2.4.1 Accuracy of $L_{\tau}^{[\theta_\alpha]}(b)$

Consider a queue fed by fBm traffic as described in Section 2.3.5. Then for $t > 0$, using (2.14) it is easily shown that [61]

$$
\mathbb{P}\{K[t] - ct > b\} = \Phi(g(b, t))
$$

where

$$
g(b, t) := \frac{b + \tilde{c}t}{\sigma t^H} = \frac{b + (c - m)t}{\sigma t^H}
$$
and $\Phi$ is the complementary cumulative distribution function of a zero mean unit variance Gaussian random variable [46]. From (2.4) and (2.8) we have

$$C(b) = \sup_{t > 0} \Phi(g(b, t)) = \Phi\left(\inf_{t > 0} g(b, t)\right)$$

and

$$L^{[\theta]}(b) = \sup_{t \in \theta} \Phi(g(b, t)) = \Phi\left(\inf_{t \in \theta} g(b, t)\right).$$

We characterize the accuracy of $L^{[\theta]}(b)$ in terms of the following metric

$$h_{\theta} := \sup_{b > 0} \frac{\inf_{t \in \theta} g(b, t)}{\inf_{t > 0} g(b, t)}.$$  \hspace{1cm} (2.32)

Intuitively, the closer $h_{\theta}$ is to 1 the tighter we can bound the error of $L^{[\theta]}(b)$ in approximating $C(b)$.

The following theorem states the remarkable fact that $h_{\theta}$ is solely a function of the largest ratio of consecutive time scales in $\theta$ and does not depend on any other property of $\theta$. In addition $h_{\theta}$ is not a function of the traffic model and queue parameters $m$, $\sigma$, and $c$.

**Theorem 1** Let $\theta = \{t_k\}_{k \in \mathbb{Z}}$ be a countable set of time scales such that

$$\sup_{k} t_k = \infty \quad \text{and} \quad \inf_{k} t_k = 0.$$ \hspace{1cm} (2.33)

Assuming $t_{k-1} < t_k$, denote the largest ratio of consecutive time scales by

$$d_{\theta} := \sup_{k} \frac{t_k}{t_{k-1}}.$$ \hspace{1cm} (2.34)

Assume that $d_{\theta} < \infty$, $0 < H < 1$ and $\hat{c} > 0$. Then the accuracy metric of $\theta$ is given by

$$h_{\theta} = \zeta(d_{\theta}, H) := \frac{(d_{\theta} - 1)^H (1 - H)^{1-H}}{(d_{\theta} - d_{\theta}^H)^{1-H}(d_{\theta}^H - 1)^H}.$$ \hspace{1cm} (2.35)
The proof is in Appendix A.

According to Theorem 1, to set the accuracy metric $h_\theta$ we have only to choose the largest ratio of consecutive time scales $d_\theta$ appropriately. From (2.32) and (2.34) note that $h_\theta \geq 1$ and $d_\theta > 1 \forall \theta$. In Appendix A we prove that $h_\theta$ is closer to 1 for values of $d_\theta$ closer to 1.

We can use Theorem 1 to obtain the maximum error of $L^{[\theta_\alpha]}(b)$ in approximating $C(b)$ for all possible fBm traffic processes satisfying $\widehat{c} > 0$.

**Corollary 2** For fBm input traffic with $\widehat{c} > 0$

\[
\Phi \left( \zeta^*(\alpha) \Phi^{-1}(C(b)) \right) \leq L^{[\theta_\alpha]}(b) \leq C(b),
\]

where $\zeta^*(\alpha) := \max_{H \in (0,1)} \zeta(\alpha, H)$. Equivalently

\[
L^{[\theta_\alpha]}(b) \leq C(b) \leq \Phi \left( \frac{1}{\zeta^*(\alpha)} \Phi^{-1}(L^{[\theta_\alpha]}(b)) \right).
\]

**Proof:** Note that by the construction of $\theta_\alpha$ (see (2.27)), $d_{\theta_\alpha} = \alpha$. Thus from (2.9), (2.30)–(2.32), and (2.35) we have

\[
\begin{align*}
C(b) &\geq L^{[\theta_\alpha]}(b) = \Phi \left( \inf_{t \in \theta_\alpha} g(b, t) \right) \\
&\geq \Phi \left( h_{\theta_\alpha} \inf_{t > 0} g(b, t) \right) = \Phi \left( \zeta(\alpha, H) \Phi^{-1}(C(b)) \right) \\
&\geq \Phi \left( \zeta^*(\alpha) \cdot \Phi^{-1}(C(b)) \right).
\end{align*}
\]

\[\square\]

In Fig. 2.2(a) we see that the plot of $\zeta^*(\alpha)$ versus $\alpha$, which we obtained numerically, is close to 1 for a large range of values of $\alpha$. As a result the lower bound of $L^{[\theta_\alpha]}(b)$ from (2.36) for different values of $\alpha$ is close to $C(b)$ as depicted in Fig. 2.2(b). In fact $L^{[\theta_2]}(b)$ is almost identical to $C(b)$ when $C(b) > 10^{-8}$. Thus $L^{[\theta_2]}(b)$ is for all practical purposes as accurate as $C(b)$ in approximating $\mathbb{P}\{Q_\infty > b\}$. We confirm the accuracy of $L^{[\theta_2]}(b)$ through simulations in Section 2.8.
2.4.2 Optimality of exponential time scales $\theta_\alpha$

Given a range of time scales $\mathcal{T}$, we wish to find that time-scale set which is the most sparse (i.e., has the fewest elements) in $\mathcal{T}$ while guaranteeing a certain accuracy of $L[\theta](b)$. The next theorem proves that for arbitrary $\mathcal{T}$, $\theta_\alpha$ is the most sparse of all sets $\theta$ that have accuracy metric $h_\theta$ less than a given threshold.

**Theorem 3** Let $\theta = \{t_k\}_{k \in \mathbb{Z}}$ satisfy (2.33). Let $\mathcal{A}_\mathcal{T}(\theta)$ denote the number of elements of $\theta$ that lie in a range of time scales $\mathcal{T} := (t, \bar{t})$, $0 < t < \bar{t}$. Denote by $\Gamma(\alpha)$ the set of all time-scale sets $\theta$ for which accuracy metric $h_\theta \leq \zeta(\alpha, H)$ and define the generalized exponential time scales as

$$
\theta_{\alpha, \nu} := \{\nu \alpha^k : k \in \mathbb{Z}\}
$$

where $\nu > 0$. Then for arbitrary $\mathcal{T}$ and $\forall \nu$, we have $\theta_{\alpha, \nu} \in \Gamma(\alpha)$ and

$$
\mathcal{A}_\mathcal{T}(\theta_{\alpha, \nu}) \leq 1 + \min_{\theta \in \Gamma(\alpha)} \mathcal{A}_\mathcal{T}(\theta).
$$

Figure 2.2 : (a) $\zeta^*(\alpha)$ vs. $\alpha$. For a large range of $\alpha$, $\zeta^*(\alpha)$ is close to 1. (b) Comparison of $L[\theta_{\alpha}](b)$ to its upper bound $C(b)$, for different values of $\alpha$. Observe that the lower bound of $L[\theta_{\alpha}](b)$ is almost identical to the upper bound $C(b)$. 
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Moreover there exists $\xi > 0$ such that

$$A_T(\theta, \xi) = \min_{\theta \in \Gamma(\alpha)} A_T(\theta).$$  \hspace{1cm} (2.41)

The proof is in Appendix A.

Theorem 3 is a direct consequence of the fact that the accuracy metric $h_\theta$ increases with the largest ratio of consecutive time scales $d_\theta$. Thus $h_\theta = \zeta(d_\theta, H) \leq \zeta(\alpha, H)$ if and only if $d_\theta \leq \alpha$. Since the ratio of all consecutive time scale elements in $\theta_\alpha$ equals the maximum allowed value of $\alpha$, $\theta_\alpha$ is the most sparse among all sets $\theta$ with accuracy metric less than $\zeta(\alpha, H)$.

### 2.5 Asymptotics for fBm queues

In this section, for a queue with fBm input, we study the accuracy of the max, product, and sum approximations of $\mathbb{P} \{Q_\infty > b\}$ for asymptotically large queue thresholds, that is as $b \to \infty$. While asymptotic queuing results are not always directly applicable to scenarios with finite queues, they often provide intuition for network design [30, 44, 56, 60, 63].

We begin with some terminology. If $\lim_{b \to \infty} \Omega(b)/\Upsilon(b) = 1$ we say that $\Omega$ and $\Upsilon$ have the same asymptotic decay and denote it by $\Omega(b) \simeq \Upsilon(b)$. If $\log \Omega(b) \simeq \log \Upsilon(b)$ we say that $\Omega$ has the same log-asymptotic decay as $\Upsilon$. Under the assumption that $\Omega(b) \to 0$ it is easily shown that an asymptotic decay implies a log-asymptotic decay, that is,

$$\Omega(b) \simeq \Upsilon(b) \iff \frac{\Omega(b)}{\Upsilon(b)} \to 1 \implies \log \Omega(b) \simeq \log \Upsilon(b)$$  \hspace{1cm} (2.42)

but not vice versa. Note that “$\iff$” denotes equivalence. We call $\Upsilon$ an asymptotic upper bound of $\Omega$ if $\lim_{b \to \infty} \Omega(b)/\Upsilon(b) = 0$. 
2.5.1 Related work

Research on the asymptotic queuing behavior of fBm traffic has produced many enlightening results over the years. Large deviation principles reveal that $\mathbb{P}\{Q_{\infty} > b\}$ and $C(b)$ have the same log-asymptotic decay (see [30, 63])

$$\log \mathbb{P}\{Q_{\infty} > b\} \simeq \log C(b) \simeq -\frac{\eta b^{-(2-2H)}}{2}$$

(2.43)

where $\eta > 0$ is a constant depending on the traffic parameters and independent of $b$. However $\mathbb{P}\{Q_{\infty} > b\}$ and $C(b)$ do not have the same asymptotic decay: $\mathbb{P}\{Q_{\infty} > b\}$ is an asymptotic upper bound of $C(b)$. Interestingly under transient conditions, that is for a fixed $\tau$, $\mathbb{P}\{Q_{\tau} > b\}$ has the same asymptotic decay as $\sup_{0 \leq t \leq \tau} \mathbb{P}\{K_{t} - ct > b\}$ [28].

Recent results show that for fBm $\mathbb{P}\{Q_{\infty} > b\}$ has a Weibull asymptotic decay [44, 56, 60]

$$\mathbb{P}\{Q_{\infty} > b\} \simeq \vartheta b^{(1-H)(1-2H)/H} e^{-\eta b^{-2H}/2},$$

(2.44)

where $\vartheta > 0$ is a constant independent of $b$. When $1/2 < H < 1$, which implies that fBm’s increment process is LRD, this Weibull decay is slower than the exponential decay for a queue fed with short-range dependent traffic, for example fBm with $H = 1/2$ [50].

From (2.44) we obtain that $e^{-\eta b^{-2H}/2}$ is an asymptotic upper bound of $\mathbb{P}\{Q_{\infty} > b\}$ when $1/2 < H < 1$, since

$$\lim_{b \to \infty} \frac{b^{(1-H)(1-2H)/H} e^{-\eta b^{-2H}/2}}{e^{-\eta b^{-2H}/2}} = 0.$$  

(2.45)

This asymptotic upper bound was derived as the maximum variance approximation in [20]. For a detailed discussion on large queue asymptotics of LRD traffic see Chs. 4 to 11 of [7] and the references therein.


2.5.2 Asymptotic decay of multiscale queuing approximations

We now compare the log-asymptotic and asymptotic decay rates of the max, the product, and the sum approximations with that of \( P \{ Q_\infty > b \} \). We only consider the case \( \theta = \theta_\alpha \). The next theorem summarizes our results.

**Theorem 4** For a queue with fBm input traffic with parameters \( \bar{c}, \sigma, \) and \( H \), define

\[
b_k := \alpha^k \bar{c}(1 - H)/H, \quad k \in \mathbb{Z},
\]

(2.46)

where \( \alpha > 1 \) is arbitrary. Then the max, product, and sum approximations have the same log-asymptotic decay as \( P \{ Q^{[\theta_\alpha]} > b_k \} \) and \( P \{ Q_\infty > b_k \} \): that is as \( b_k \to \infty \) we have

\[
\log L^{[\theta_\alpha]}(b_k) \approx \log P^{[\theta_\alpha]}(b_k) \approx \log S^{[\theta_\alpha]}(b_k) \\
\approx \log P \{ Q^{[\theta_\alpha]} > b_k \} \approx \log P \{ Q_\infty > b_k \}.
\]

(2.47)

Moreover the max, product, and sum approximations all have the same asymptotic decay as \( P \{ Q^{[\theta_\alpha]} > b_k \} \): that is as \( b_k \to \infty \) we have

\[
L^{[\theta_\alpha]}(b_k) \approx P^{[\theta_\alpha]}(b_k) \approx S^{[\theta_\alpha]}(b_k) \approx P \{ Q^{[\theta_\alpha]} > b_k \}.
\]

(2.48)

However

\[
\lim_{k \to \infty} \frac{P \{ Q^{[\theta_\alpha]} > b_k \}}{P \{ Q_\infty > b_k \}} = 0.
\]

(2.49)

The proof is in Appendix A.

Theorem 4 reveals the strengths and limitations of using traffic statistics only at exponential time scales \( \theta_\alpha \) to capture queuing behavior. Recall from (2.2) and (2.6) that \( Q^{[\theta_\alpha]} \) approximates the queue size \( Q \) using traffic only at time scales \( t \in \theta_\alpha \). From (2.47) we see that \( \theta_\alpha \) is dense enough in \( \mathbb{R}_+ \) to ensure that \( P \{ Q^{[\theta_\alpha]} > b_k \} \) and \( P \{ Q_\infty > b_k \} \) have the same log-asymptotic decays for a particular unbounded increasing sequence...
of queue sizes $b_k$. However, $\theta_\alpha$ is not dense enough to ensure that $\mathbb{P}\{Q^{[\theta_\alpha]} > b_k\}$ and $\mathbb{P}\{Q_\infty > b_k\}$ have the same asymptotic decay.

We also observe from (2.48) that the max, product, and sum approximations have the same asymptotic decay as $\mathbb{P}\{Q^{[\theta_\alpha]} > b_k\}$. As a result they have the same log-asymptotic decay but different asymptotic decay as $\mathbb{P}\{Q_\infty > b_k\}$.

We next present non-asymptotic results comparing the different queuing approximations to $\mathbb{P}\{Q^{[\theta]} > b\}$.

### 2.6 Bounds for the queuing approximations

The knowledge of whether or not a queuing approximation is an upper or lower bound of $\mathbb{P}\{Q > b\}$ aids different applications. For example if we provision the queue service rate such that the critical time scale approximation $C(b)$ equals $10^{-6}$, then we must expect the actual tail queue probability $\mathbb{P}\{Q > b\}$ to exceed $10^{-6}$ since $C(b)$ lower bounds $\mathbb{P}\{Q > b\}$ (see (2.5)). If $C(b)$ is an accurate approximation of $\mathbb{P}\{Q > b\}$ to an order of magnitude, as our simulations with fBm traffic in Section 2.8 affirm, then we would effectively be provisioning for $\mathbb{P}\{Q > b\} < 10^{-5}$. If we replace the lower bound $C(b)$ by an approximation that is an upper bound of $\mathbb{P}\{Q > b\}$, then $\mathbb{P}\{Q > b\}$ is guaranteed to be less than $10^{-6}$.

In this section we prove bounding results for the max, the product, and the sum approximations, which we compare to $\mathbb{P}\{Q^{[\theta]} > b\}$ rather than $\mathbb{P}\{Q > b\}$. Note from (2.10) that lower bounds of $\mathbb{P}\{Q^{[\theta]} > b\}$ are also lower bounds of $\mathbb{P}\{Q > b\}$. While the queuing approximations that are upper bounds of $\mathbb{P}\{Q^{[\theta]} > b\}$ are not necessarily upper bounds of $\mathbb{P}\{Q > b\}$, they approximate $\mathbb{P}\{Q > b\}$ well as we show in Section 2.8.
2.6.1 Bounds for general input traffic processes

We first state a general result that holds for a queue fed by any traffic random process and then present model-specific results.

Lemma 5 For a discrete or continuous-time queue of infinite size, with an arbitrary input traffic process and constant service rate

\[ L_\tau^{[\theta]}(b) \leq \mathbb{P}\{Q_\tau^{[\theta]} > b\} \leq S_\tau^{[\theta]}(b) \]

(2.50)

and

\[ L_\tau^{[\theta]}(b) \leq P_\tau^{[\theta]}(b) \leq S_\tau^{[\theta]}(b), \]

(2.51)

where \( \theta \) is any countable subset of \( \mathbb{R}_+ \).

The proof is in Appendix A.

From Lemma 5 we see that max and sum approximations are always lower and upper bounds respectively of both \( \mathbb{P}\{Q_\tau^{[\theta]} > b\} \) and the product approximation. In the rest of this section we compare the product approximation to \( \mathbb{P}\{Q_\tau^{[\theta]} > b\} \).

Our results establish that for queues fed with fBm, WIG, or MWM input traffic, the product approximation is also an upper bound of \( \mathbb{P}\{Q_\tau^{[\theta]} > b\} \), like the sum approximation. For these three models, from Lemma 5 we then have

\[ L_\tau^{[\theta]}(b) \leq \mathbb{P}\{Q_\tau^{[\theta]} > b\} \leq P_\tau^{[\theta]}(b) \leq S_\tau^{[\theta]}(b), \]

(2.52)

implying that the product approximation is a closer upper bound of \( \mathbb{P}\{Q_\tau^{[\theta]} > b\} \) than the sum approximation.\(^\dagger\) We note from (2.12) and (2.13) that the product approximation has the added advantage that it is guaranteed to be less than or equal to 1 unlike the sum approximation.

\(^\dagger\)We prove (2.52) for the WIG and MWM only for \( \theta = \theta_2 \).
2.6.2 Bounds for fBm traffic

For queues fed with traffic from a large class of Gaussian processes, including fBm, $P_{\tau}^{[\theta]}(b)$ is an upper bound of $\mathbb{P}\{Q_{\tau}^{[\theta]} > b\}$ as claimed in (2.52).

**Theorem 6** Consider a Gaussian traffic process $X_\tau$ as input to an infinite buffer queue with constant service rate (discrete or continuous-time). If $\text{cov}(K_\tau[t], K_\tau[r]) \geq 0$ for all $t, r \in \theta$ then

$$\mathbb{P}\{Q_{\tau}^{[\theta]} > b\} \leq P_{\tau}^{[\theta]}(b),$$

(2.53)

where $\theta$ is any countable subset of $\mathbb{R}_+$. The proof is in Appendix A.

Note that fBm satisfies the requirements of Theorem 6 since

$$\text{cov}\left(K^{(dB)}[t], K^{(dB)}[r]\right) = \frac{1}{2}(t^{2H} + r^{2H} - |t - r|^{2H}) \geq 0$$

(2.54)

for all $t, r \geq 0$ and $0 < H < 1$.

2.6.3 WIG and MWM traffic

Recall from Section 2.3.3 that the WIG and MWM are non-stationary traffic models. As a consequence $P_{\tau}^{[\theta_2]}(b)$ changes with time location $\tau$. We first compare $P_{\tau}^{[\theta_2]}(b)$ to $\mathbb{P}\{Q_{\tau}^{[\theta_2]} > b\}$ for $\tau = 2^n$, that is at the final time instant of the tree process, and then at all other time instants $\tau$. We denote the final time instant $2^n$ by “end”.

**Theorem 7** For the WIG and MWM with arbitrary model parameters

$$\mathbb{P}\{Q_{\text{end}}^{[\theta_2]} > b\} \leq P_{\text{end}}^{[\theta_2]}(b) \ \forall b > 0.$$

(2.55)

The proof is in Appendix B.
Theorem 7 states that \( P^{[\theta_2]}_{\tau}(b) \) is an upper bound of \( \mathbb{P}\left\{ Q^{[\theta_2]}_{\tau} > b \right\} \) at the final time instant for the WIG and the MWM for arbitrary model parameters. The only ingredient of the proof of Theorem 7 is the fact that the quantities \( K_{\text{end}}[2^j], j = 1, 2, \ldots, n \) that determine \( P^{[\theta_2]}_{\text{end}}(b) \) are nodes along the right edge of the tree and hence are related through independent innovations (see Fig. 2.1). Since this fact is true for arbitrary model parameters, so is (2.55).

Generalizing the proof of Theorem 7 so that (2.55) holds for all time instants \( \tau \) is not straightforward because the quantities \( K_{\tau}[2^j], j = 1, 2, \ldots, n \) are not always tree nodes for arbitrary \( \tau \) and are hence not related through independent innovations as the quantities \( K_{\text{end}}[2^j], j = 1, 2, \ldots, n \) are.

However, on imposing certain restrictions on the WIG model parameters we can extend (2.55) to all \( \tau \) as stated next.

**Theorem 8** For the WIG model, if

\[
\text{var}(V_{0,0}) \geq \text{var}(Z_{0,0}) \quad \text{and} \quad \text{var}(Z_{j,k}) \geq 2\text{var}(Z_{j+1,k}),
\]

for \( j = 0, 1, \ldots, n-2 \) then

\[
\mathbb{P}\left\{ Q^{[\theta_2]}_{\tau} > b \right\} \leq P^{[\theta_2]}_{\tau}(b) \leq P^{[\theta_2]}_{\text{end}}(b), \quad \forall \tau.
\]

As a consequence

\[
\frac{1}{2^n} \sum_{\tau=1}^{2^n} \mathbb{P}\left\{ Q^{[\theta_2]}_{\tau} > b \right\} \leq P^{[\theta_2]}_{\text{end}}(b).
\]

The proof is in Appendix B.

Theorem 8 reveals that for a large class of WIG model parameters satisfying (2.56), \( P^{[\theta_2]}_{\text{end}}(b) \) is an upper bound of the time average of \( \mathbb{P}\left\{ Q^{[\theta_2]}_{\tau} > b \right\} \). A WIG model of fGn with \( 1/2 < H < 1 \) belongs to this class since it has

\[
\text{var}(Z_{j,k}) = \sigma^2 \left( T2^{-j(j+1)} \right)^{2H} (4 - 2^{2H})
\]

(2.59)
and

\[ \text{var}(V_{j,k}) = \sigma^2 (T2^{-j})^{2H}. \]  

(2.60)

Earlier work on the queuing behavior of the WIG model of fGn proved that the time average of the tail queue probability \( \mathbb{P}\{Q_t > b\} \) has the same log-asymptotic behavior as that of fGn [53]. In contrast to this result which is proved for asymptotically large \( b \) and only for a WIG model of fGn, Theorem 8 holds for any fixed queue threshold \( b \) and for more general WIG models. Similarities between the proof of Theorem 8 and the analysis in [53] are described in Appendix B.

We demonstrate through simulations in Section 2.8 that \( P_{\text{end}}(b) \) approximates the time average of \( \mathbb{P}\{Q_t > b\} \) well for a large range of queue sizes \( b \) for both the WIG and the MWM.

### 2.7 Convergence of the Product Approximation

In this section we study the convergence of the product approximation, \( P^{[\theta]}(b) \). We only consider the case of exponential time scales, that is \( \theta = \theta_\alpha \).

Recall that \( P^{[\theta_\alpha]}(b) \) is defined through a product of probabilities

\[ \prod_{k \in \mathbb{Z}} \mathbb{P}\{K[\alpha^k] - c\alpha^k < b\} \]  

(see (2.12)). Since \( 0 \leq \mathbb{P}\{K[\alpha^k] - c\alpha^k < b\} \leq 1 \), the question arises as to whether or not this product converges to 0 thus making \( P^{[\theta_\alpha]}(b) \) take the useless value of 1. We prove for fBm, WIG, and MWM-fed queues that for all \( b > 0 \) the terms \( \mathbb{P}\{K[\alpha^k] - c\alpha^k < b\} \) approach 1 fast enough to ensure that the product is positive and \( P^{[\theta_\alpha]}(b) \) is strictly less than 1.

#### 2.7.1 Product approximation of fBm traffic

We have already implicitly proved that the product approximation is less than 1 for asymptotically large queue thresholds \( b \) for an fBm-fed queue in Theorem 4 of Section
2.5. The same result holds for any fixed $b$ as stated below.

**Theorem 9** For a queue with fBm traffic as input, for all $b > 0$, $\alpha > 1$, and $0 < H < 1$

$$P^{[\theta, \alpha]}(b) < 1. \quad (2.61)$$

The proof is in Appendix A.

2.7.2 Product approximation of WIG traffic

We first spell out some notation. For a tree of depth $n$ we denote $P_{\text{end}}^{[\theta_2]}(b)$ by $\mathcal{P}^{(n)}(b)$, and $K_{\text{end}}[t]$ by $\mathcal{K}^{(n)}[t]$. Then we have

$$\mathcal{P}^{(n)}(b) = 1 - \prod_{k=0}^{n} \mathbb{P}\left\{ \mathcal{K}^{(n)}[2^k] - \mathcal{Z}^{(n)}2^k < b \right\}. \quad (2.62)$$

Clearly there is a possibility of $\mathcal{P}^{(\infty)}(b)$ taking the trivial value of 1.

We now prove that $\mathcal{P}^{(\infty)}(b)$ is strictly less than 1 for a WIG model of fGn. The proof is straightforward. Without loss of generality assume that $T = 1$. From the fact that $\mathcal{K}^{(n)}[2^k]$ has the same distribution as $B_{2k-n}$ we have that

$$\mathcal{P}^{(n)}(b) = 1 - \prod_{k=0}^{n} \mathbb{P}\left\{ B_{2k-n} - \mathcal{Z}^{(n)}2^k < b \right\} \leq 1 - \prod_{k=-\infty}^{\infty} \mathbb{P}\left\{ B_{2k-n} - \mathcal{Z}^{(n)}2^k < b \right\} = P^{(B),[\theta_2]}(b). \quad (2.63)$$

Since (2.63) holds for all $n$ we have from Theorem 9 that

$$\mathcal{P}^{(\infty)}(b) \leq P^{(B),[\theta_2]}(b) < 1. \quad (2.64)$$
We have so far only considered the convergence of the product approximation at the edge of the tree. For a WIG model of fGn with \(1/2 < H < 1\) from (2.57) and (2.64) it follows that

\[
P^{[\theta_2]}(b) \leq P^{(\infty)}(b)
\]

(2.65)

irrespective of the tree depth \(n\). Thus at no location \(\tau\) does the product approximation converge to 1.

### 2.7.3 Product approximation of MWM traffic

For the MWM with arbitrary parameters \(P^{(\infty)}(b)\) takes a non-trivial value as stated in the next theorem. Convergence of the product approximation at locations other than the edge of the MWM tree is beyond the scope of this paper.

**Theorem 10** For the MWM, there always exists a tree depth \(N\) such that

\[
\begin{align*}
P^{(N)}(b) & \leq P^{(\infty)}(b) \\
& \leq 1 - (1 - P^{(N)}(b))(1 - 2^{-N})^2 \\
& < 1.
\end{align*}
\]

(2.66)

The proof, which uses multifractal analysis, is in Appendix B.

We now complement our theoretical discussion of the different queuing approximations with simulation experiments.

### 2.8 Simulations

In this section we demonstrate the accuracy of the max, product, and sum approximations of \(\mathbb{P}\{Q > b\}\) through simulations with fGn, WIG, and MWM synthetic traces as well as with video and measured Internet traces. We also demonstrate that the tails of
Figure 2.3 : Comparison of the max the product and the sum approximations to $\mathbb{P}\{Q > b\}$ for fGn traffic with parameters $H = 0.8$, link capacity 10Mbps and $\sigma = 8 \times 10^5$ bits. For different utilizations in (a) and (b), the product and sum approximations are close to $\mathbb{P}\{Q > b\}$ for a wide range of queue thresholds $b$. The max approximation is a lower bound of $\mathbb{P}\{Q > b\}$ and is accurate to an order of magnitude.

Figure 2.4 : Histograms of the bytes-per-time processes at time-scale 2ms for (a) wide-area traffic at the University of Auckland (trace AUCK) [62], (b) one realization of the WIG model, and (c) one realization of the MWM. Note the large probability mass over negative values for the WIG model.

multiscale marginals of traffic have a significant impact on queuing in certain scenarios by comparing the queuing behavior of the WIG and MWM models with that of measured Internet traffic. We restrict our attention to exponential time-scales with $\alpha = 2$ (that is $\theta = \theta_2$). All error bars in the plots correspond to 95% confidence intervals.
2.8.1 Comparison of queuing approximations for fGn traffic

In earlier sections we theoretically compared the max, product, and sum approximations to $\mathbb{P}\{Q > b\}$ for an fGn-fed queue. We now compare the different approximations of $\mathbb{P}\{Q > b\}$ through simulations with fGn traffic.

**Simulation setup:** The simulations use fGn traces with Hurst parameter $H = 0.8$ and standard deviation at the 1s time-scale $\sigma = 8 \times 10^5$ bits that are generated using the method described in [25]. We set $t' = 10^{-4}$s and $c = 10$Mbps and vary the mean rate of the traces to obtain different utilizations.

We estimate $\mathbb{P}\{Q_\infty > b\}$ for each simulation run as the fraction of time for which the queue size exceeds $b$. To eliminate transients we only make estimates using queue sizes during the second half of the simulation. The plots of tail queue probability correspond to the mean obtained from 300 simulation runs. Each run uses a trace of length $2^{19}$ data points corresponding to a 52s simulation time.

**Simulation results:** The simulation results for two different utilizations are depicted in Fig. 2.3. We obtain the various queuing approximations using (2.8), (2.12), and (2.13) by choosing $\theta = \{t', 2t', \ldots, 2^{20}t'\}$ which is equivalent to $\theta_2$ truncated to lie within a fixed range of time-scales. Observe that in all cases $L[\theta_2](b)$ is a lower bound of $\mathbb{P}\{Q > b\}$ as predicted by (2.9). We also see that $L[\theta_2](b)$ is within an order of magnitude of $\mathbb{P}\{Q > b\}$ for a wide range of values of $\mathbb{P}\{Q > b\}$ ($\in [10^{-6}, 1]$). We conclude that $C(b)$ lying between $L[\theta_2](b)$ and $\mathbb{P}\{Q > b\}$ (see (2.9)) is also within an order of magnitude of $\mathbb{P}\{Q > b\}$ for the same range of $\mathbb{P}\{Q > b\}$.

From Fig. 2.3 observe that the product and sum approximations are almost identical and accurately track $\mathbb{P}\{Q > b\}$ for a wide range of queue sizes $b$. Also observe that they are better approximations than the max approximation in general. However unlike the max approximation, which is a guaranteed lower bound of $\mathbb{P}\{Q > b\}$, these
two approximations do not bound $\mathbb{P}\{Q > b\}$ from above or from below and in fact intersect it at some point. Call the queue threshold at which the product approximation and $\mathbb{P}\{Q > b\}$ intersect $b'$. We observe that in all cases the product approximation is greater than $\mathbb{P}\{Q > b\}$ at $b = 0$ and for $b > b'$ is always less than $\mathbb{P}\{Q > b\}$. Thus for $b > b'$ the product approximation lies between the max approximation and $\mathbb{P}\{Q > b\}$ which guarantees that it is a better approximation than the max approximation. The sum approximation has a similar behavior.

### 2.8.2 Impact of multiscale marginals on queuing

The impact of different traffic statistics on queuing has been extensively studied. Several studies have debated the importance of LRD for queuing [35, 43, 61, 66, 80]. LRD is however only a function of the asymptotic second-order correlation structure of traffic (or equivalently the variance of traffic at multiple time scales).

In this section we move beyond second-order statistics and demonstrate the importance of the tails of traffic marginals at different time scales on queuing. We do so by comparing the queuing behavior of the WIG and MWM processes with video and Internet WAN traces through simulations. Recall from Section 2.3 that both the WIG and
the MWM can capture a wide range of second-order correlation structures. They however differ in their marginal characteristics: the WIG process is Gaussian whereas the MWM process is non-Gaussian. We interpret our results using the product approximation and the conclusions of earlier work which studied the influence of link utilization on queuing [34].

**Traces:** The two traces we use are AUCK, which contains the number of bytes per 2ms of recorded WAN traffic (mostly TCP packets) [62] and VIDEO, which consists of 15 video clips multiplexed with random starting points [79]. The finest time-scale in VIDEO corresponds to 2.77ms, 1/15 the duration of a single frame. The mean rates of AUCK and VIDEO are 1.456Mbps and 53.8Mbps, respectively. AUCK contains $1.8 \times 10^6$ data points and VIDEO $2^{18}$. The Hurst parameter of AUCK obtained from the variance-time plot using time-scales 512ms to 262.144s is $H = 0.86$. For VIDEO, we find $H = 0.84$ using time-scales 354ms to 90.76s. From Fig. 2.4 and Fig. 2.5 observe that AUCK has a strongly non-Gaussian marginal while VIDEO’s marginal resembles a Gaussian distribution.

**Simulation results:** We fit the WIG and MWM to the real data and then generated synthetic traces from the models. We then compared the queuing behavior of the synthesized WIG and MWM traces with that of the real data when they are input to a FIFO queue of infinite length. The plots of $P\{Q > b\}$ correspond to the mean obtained from 1000 simulation runs.

We first present results for high link utilizations (> 70%). Observe from Figs. 2.6(a) and (b), where we used the WAN traffic trace AUCK, that the real and synthetic traces exhibit asymptotic Weibullian tail queue probabilities, in agreement with the theoretical findings for LRD traffic (compare (2.44)). However, apart from this asymptotic match, the MWM is much closer to the queuing behavior of the real trace. The link capacity
we use is 2Mbps, resulting in a utilization of 72%.

In the experiments with VIDEO (see Figs. 2.6(c) and (d)), which is much closer to a Gaussian process than AUCK, we observe that both the WIG and MWM closely match the correct queuing behavior. This confirms the influence of marginals and also reassures us that the MWM is flexible enough to model Gaussian traffic. Gaussian-like traffic, which must be positive, necessarily has a mean at least comparable to its standard deviation. Since for a large mean to standard deviation ratio the lognormal and Gaussian distributions resemble each other closely (see Fig. 2.5), the approximately lognormal MWM is suitable for Gaussian traffic [77]. The link capacity we use is 69Mbps, which corresponds to a utilization of 77%.

In the case of lower link utilizations (< 50%) from Fig. 2.7 we see that the MWM outperforms the WIG for both AUCK and VIDEO traces to a greater extent than in the high utilization case.

For both the MWM and WIG we observe that the product approximation is close to $P\{Q > b\}$ (see Figs. 2.6 and 2.7). The max approximation is within an order of magnitude of $P\{Q > b\}$.

**Interpretation using the product approximation:** Accepting the product approximation $P[\theta_x](b)$ as a close approximation to the actual tail queue probabilities, a closer look at (2.12) unravels how the marginals affect queue sizes. For traffic with heavier tailed marginals, the terms $P\{K[2^i] < b + c2^i\}$ are smaller and the product approximation is larger. Since the approximately lognormal MWM marginals are more heavy tailed than the Gaussian WIG marginals, the MWM has a larger product approximation than the WIG.

In the case of VIDEO, which shows marginals much closer to Gaussian (see Fig. 2.5), both the WIG and MWM perform similarly in terms of capturing the tail queue
probability at a high utilization, while at a low utilization the MWM outperforms the WIG. This result is easily explained using the finding in [34] that fine time-scale statistics influence queuing more than coarse time-scale statistics at low utilizations. Since fine time-scale marginals of VIDEO are more non-Gaussian than coarse time-scale marginals, obviously the MWM performs better than the WIG at low utilizations.

2.9 Summary

We have developed a new approach to queuing analysis of network traffic that uses traffic statistics at a fixed finite set of time scales. The queuing analysis provides three approximations for the tail queue probability of an infinite buffer queue with constant service rate. Theoretical and simulation results strongly support their use for different applications.

We also proved that exponential time scales are optimal for fBm traffic with respect to a trade-off in accuracy vs. computational cost of the max approximation. Applications can thus obtain accurate approximations to the tail queue probability by employing traffic statistics only at a few sparse exponential time scales.

Our simulations demonstrated the importance of multiscale marginals on queuing. We observed that in non-Gaussian traffic scenarios the correlation structure (short and long term) does not characterize the queuing behavior well.
Figure 2.6: Queuing performance of real data traces and synthetic WIG and MWM traces at high utilization. In (b), we observe that the MWM synthesis matches the queuing behavior of the AUCK data closely, while in (a) the WIG synthesis is not as close. In (c) and (d), we observe that both the WIG and the MWM match the queuing behavior of VIDEO. We also observe that the product approximation \( P^{\theta_2}(b) \) is close to the empirical queuing behavior for both synthetic traffic loads (both WIG and MWM) and that it performs better than the max approximation, \( L^{\theta_2}(b) \).
Figure 2.7: Queuing performance of real data traces and synthetic WIG and MWM traces at low utilization. The MWM outperforms the WIG even more than at higher utilizations.
Chapter 3

Sampling Theory

In this chapter we design strategies to optimally sample certain multiscale stochastic processes. Our results benefit applications that estimate the global average of some physical process (over space or time) from measured point samples of the process.

We begin by describing various multiscale stochastic processes in Section 3.1. Section 3.2 describes the water-filling technique to obtain optimal solutions for independent innovations trees and in Section 3.3 we prove optimal and worst case solutions for covariance trees. Through numerical experiments in Section 3.4 we demonstrate that optimal solutions for multiscale processes can vary depending on their topology and correlation structure. We describe related work on optimal sampling in Section 3.5. We summarize our results in Section 3.6. The proofs and pseudo-code for water-filling can be found in the Appendices.

3.1 Multiscale stochastic processes

Trees occur naturally in many applications as an efficient data structure with simple dependence structure. Of particular interest are trees which arise from representing and analyzing stochastic processes and time series on different time scales. Examples include the trees of wavelet coefficients as well as the tree of scaling coefficients for the Haar wavelet [54, 77, 90]. In this section we describe various trees and related background material relevant to this work.
3.1.1 Terminology and notation

A tree is a special graph, i.e., a set of nodes together with a list of pairs of nodes which can be pictured as directed edges pointing from one node to another with the following special properties (see Fig. 3.1). (1) There is a unique node called the root to which no edge points to. (2) There is exactly one edge pointing to any node other than the root. The starting node of the edge is called parent, the end point is called child. (3) The tree is connected, meaning that it is possible to reach any node from the root by following edges.

These simple rules imply that there are no cycles in the tree, in particular, there is exactly one way to reach a node from the root. Otherwise, rule (2) would be violated. Consequently, unique addresses can be assigned to the nodes which also reflect the level of a node in the tree. The topmost node is the root whose address we denote by $\phi$. Given an arbitrary node $\gamma$, its child nodes are said to be one level lower in the tree and are addressed by $\gamma k$ ($k = 1, 2, \ldots, P_\gamma$), where $P_\gamma \geq 0$. Each node is thus a concatenation of the form $\phi k_1 k_2 \ldots k_j$, or $k_1 k_2 \ldots k_j$ for short, where $j$ is the node’s scale or depth in the tree. The largest scale of any node in the tree is called the depth of the tree.

Nodes with no child nodes are termed leaves or leaf nodes. As usual, we denote the number of elements of a set of leaf nodes $L$ by $|L|$. We define the operator $\uparrow$ such that $\gamma k \uparrow = \gamma$. Thus, the operator $\uparrow$ takes us one level higher in the tree to the parent of the current node. Nodes that can be reached by repeated $\uparrow$ operations are called ancestors of $\gamma$. We term $\gamma$ a descendant of all of its ancestors.

The set of nodes and edges formed by $\gamma$ and all its descendants is termed the tree of $\gamma$. Clearly, it satisfies all rules of a tree. Let $L_\gamma$ denote the subset of $L$ that belong to the tree of $\gamma$. Let $N_\gamma$ be the total number of leaves of the tree of $\gamma$.

To every node $\gamma$ we associate a single (univariate) random variable $V_\gamma$. The case
where each node is associated with a multivariate random variable is beyond the scope of this thesis. For the sake of brevity we often refer to $V_\gamma$ as simply “the node $V_\gamma$” rather than “the random variable associated with node $\gamma$.”

## 3.1.2 Covariance trees

Covariance trees are multiscale stochastic processes defined on the basis of the covariance between the leaf nodes which is purely a function of the distance between them. Examples of covariance trees are the Wavelet-domain Independent Gaussian model and the Multifractal Wavelet models proposed for network traffic [54, 77]. Precise definitions follow. We denote variance, covariance, and expectation by “var”, “cov”, and “$E$” respectively.

**Definition 11** The distance between two leaf nodes is the scale of their lowest common ancestor.

**Definition 12** A covariance tree is a multiscale stochastic process with two properties.

1. The covariance of any two leaf nodes depends only on their distance. In other words, if the leaves $\gamma'$ and $\gamma$ have distance $l$ then

$$\text{cov}(V_\gamma, V_{\gamma'}) =: c_l.$$  

(3.1)
(2) All leaf nodes are at the same scale \( N \) and the root is equally correlated with all leaves.

In this chapter we consider covariance trees of two classes: trees with positive correlation progression and trees with negative correlation progression.

**Definition 13** A covariance tree has a positive correlation progression if \( c_l > c_{l-1} > 0 \) for \( l = 1, \ldots, N - 1 \). A covariance tree has a negative correlation progression if \( c_l < c_{l-1} \) for \( l = 1, \ldots, N - 1 \).

Intuitively in trees with positive correlation progression leaf nodes “closer” to each other in the tree are more strongly correlated than leaf nodes “farther apart.”

Our results take on a special form for covariance trees that are also symmetric trees.

**Definition 14** A symmetric tree is a multiscale stochastic process in which \( P_\gamma \), the number of child nodes of \( V_\gamma \), is purely a function of the scale of \( \gamma \).

### 3.1.3 Independent innovations trees

Independent innovations trees are particular multiscale stochastic processes defined as follows.

**Definition 15** An independent innovations tree is a multiscale stochastic process in which each node \( V_\gamma \), excluding the root, is defined through

\[
V_\gamma := \varphi_\gamma V_{\gamma |} + W_\gamma. \tag{3.2}
\]

Here, \( \varphi_\gamma \) is a scalar and \( W_\gamma \) is a zero-mean random variable independent of \( V_{\gamma |} \) as well as of \( W_{\gamma'} \) for all \( \gamma' \neq \gamma \). The root node is independent of \( W_\gamma \) for all \( \gamma \). In addition \( \varphi_\gamma \neq 0 \), \( \text{var}(W_\gamma) > 0 \ \forall \gamma \) and \( \text{var}(V_\emptyset) > 0 \) which together guarantee that \( \text{var}(V_\gamma) > 0 \ \forall \gamma \) as well as the linear independence of any set of tree nodes.
The fact that each node is the sum of a scaled version of its parent and an independent random variable makes these trees amenable to analysis [21, 90]. We prove optimality results for independent innovations trees in Section 3.2. Our results take on a special form for scale-invariant trees defined below.

**Definition 16** A scale-invariant tree is an independent innovations tree which is symmetric and where $\varrho_\gamma$ and the distribution of $W_\gamma$ are purely functions of the scale of $\gamma$.

While independent innovations trees are not covariance trees in general, it is easy to see that scale-invariant trees are indeed covariance trees with positive correlation progression.

### 3.2 Optimal leaf sets for independent innovations trees

In this section we determine the optimal leaf sets of independent innovations trees to estimate the root. We first describe the concept of water-filling which we later use to prove optimality results. We also present an efficient numerical method to obtain the optimal solutions.

#### 3.2.1 Water-filling

Concave optimization is a key ingredient of our analysis.

**Definition 17** A real function $\psi$ defined on the set of integers $\{0, 1, \ldots, M\}$ is concave if

$$\psi(x + 1) - \psi(x) \geq \psi(x + 2) - \psi(x + 1), \text{ for } x = 0, \ldots, M - 2. \quad (3.3)$$

The optimization problem we are faced with can be cast as follows. Given integers
\( P \geq 2, M_k > 0 \) \((k = 1, \ldots, P)\) and \( n \leq \sum_{k=1}^{P} M_k \) consider the discrete space

\[
\Delta_n(M_1, \ldots, M_P) := \left\{ X = [x_k]_{k=1}^{P} : \sum_{k=1}^{P} x_k = n, x_k \in \{0, \ldots, M_k\}, k = 1, 2, \ldots, P \right\}.
\]  

(3.4)

Given non-decreasing, concave functions \( \psi_k (k = 1, \ldots, P) \) with domains \( \{0, \ldots, M_k\} \) we are interested in

\[ h(n) := \max \left\{ \sum_{k=1}^{P} \psi_k(x_k) : X \in \Delta_n(M_1, \ldots, M_P) \right\}. \]

(3.5)

In the context of optimal estimation on a tree, \( P \) will play the role of the number of children that a parent node has, \( M_k \) the total number of leaf node descendants of the \( k \)-th child, and \( \psi_k \) the reciprocal of the optimal LMMSE of estimating the parent node given \( x_k \) leaf nodes in the tree of its \( k \)-th child.

The following iterative procedure constitutes a greedy algorithm that solves the optimization problem (A.2). Form vectors \( G^{(n)} = [g_k^{(n)}]_{k=1}^{P}, n = 0, \ldots, \sum_k M_k \) as follows:

Step (i): Set \( g_k^{(0)} = 0 \) \( \forall k \).

Step (ii): Set

\[ g_k^{(n+1)} = \begin{cases} 
g_k^{(n)} + 1, & k = m \\
g_k^{(n)}, & k \neq m \end{cases} \]

(3.6)

where

\[ m \in \arg \max_k \left\{ \psi_k \left( g_k^{(n)} + 1 \right) - \psi_k \left( g_k^{(n)} \right) : g_k^{(n)} < M_k \right\}. \]

(3.7)

The procedure described in Steps (i) and (ii) is termed water-filling because it resembles the solution to the problem of filling buckets with water to maximize the sum of the heights of the water levels. Buckets are narrow at the bottom and monotonously widen towards the top. Initially all buckets are empty (compare Step (i)). At each step
we are allowed to pour one unit of water into any one bucket with the goal of maximizing the sum of water levels. Intuitively at any step we must pour the water into that bucket which will give the maximum increase in water level among all the buckets not yet full (compare Step (ii)). Variants of this water-filling procedure appear as solutions to different information theoretic and communication problems [24].

**Lemma 18** The function $h(n)$ is non-decreasing and concave. In addition, $h(n) = \sum_k \psi_k \left( g_k^{(n)} \right)$ where $g_k^{(n)}$ is defined through water-filling.

The proof is in the Appendix C.

When all functions $\psi_k$ in Lemma 18 are identical, the maximum of $\sum_{k=1}^{P} \psi_k(x_k)$ is achieved by choosing the $x_k$’s to be “near-equal”. The following Corollary states this rigorously.

**Corollary 19** If $\psi_k = \psi$ for all $k = 1, 2, \ldots, P$ with $\psi$ non-decreasing and concave, then

$$h(n) = \left( P - n + P \left\lfloor \frac{n}{P} \right\rfloor \right) \psi \left( \left\lfloor \frac{n}{P} \right\rfloor \right) + \left( n - P \left\lfloor \frac{n}{P} \right\rfloor \right) \psi \left( \left\lfloor \frac{n}{P} \right\rfloor + 1 \right).$$

The maximizing values of the $x_k$ are apparent from (3.8). In particular, if $n$ is a multiple of $P$ then this reduces to

$$h(n) = P \psi \left( \frac{n}{P} \right).$$

The proof is in Appendix C.

Corollary 19 is key to proving our results for scale-invariant trees.

### 3.2.2 Optimal leaf sets through recursive water-filling

Our goal is to determine the choice of $n$ leaf nodes that gives the best linear minimum mean-square error (LMMSE) of the root. The LMMSE of $V_\gamma$ given $L_\gamma$ is defined as

$$\mathcal{E}(V_\gamma|L_\gamma) := \min_{\alpha} \mathbb{E}(V_\gamma - \alpha^T L_\gamma)^2,$$
where, in an abuse of notation, $\alpha^T L_\gamma$ denotes a linear combination of the elements of $L_\gamma$ with coefficients $\alpha$. Crucial to our proofs is the fact that $[21, 90]$

$$\frac{1}{\mathcal{E}(V_\gamma | L_\gamma)} + \frac{P_\gamma - 1}{\text{var}(V_\gamma)} = \sum_{k=1}^{P_\gamma} \frac{1}{\mathcal{E}(V_\gamma | L_{\gamma k})}. \quad (3.11)$$

We reproduce a proof of (3.11) from [21] in Appendix C for completeness.

Denote the set consisting of all subsets of leaves of the tree of $\gamma$ of size $n$ by $\Lambda_\gamma(n)$. Motivated by (3.11) we introduce

$$\mu_\gamma(n) := \max_{L \in \Lambda_\gamma(n)} \mathcal{E}^{-1}(V_\gamma | L) \quad (3.12)$$

and define

$$\mathcal{L}_\gamma(n) := \{L \in \Lambda_\gamma(n) : \mathcal{E}^{-1}(V_\gamma | L) = \mu_\gamma(n)\}. \quad (3.13)$$

Restated, our goal is to determine one element of $\mathcal{L}_\emptyset(n)$.

To allow a recursive approach through scale we generalize (3.12) and (3.13) by defining

$$\mu_{\gamma, \gamma'}(n) := \max_{L \in \Lambda_{\gamma, \gamma'}(n)} \mathcal{E}^{-1}(V_\gamma | L). \quad (3.14)$$

and

$$\mathcal{L}_{\gamma, \gamma'}(n) := \{L \in \Lambda_{\gamma, \gamma'}(n) : \mathcal{E}^{-1}(V_\gamma | L) = \mu_{\gamma, \gamma'}(n)\}. \quad (3.15)$$

Of course, $\mathcal{L}_\gamma(n) = \mathcal{L}_{\gamma, \gamma}(n)$. For the recursion, we are mostly interested in $\mathcal{L}_{\gamma, \gamma_k}(n)$, i.e., the optimal estimation of a parent node from a sample of leaf nodes of one of its children. The following will be useful notation

$$X^* := \arg \max_{X \in \Delta_n(N_\gamma, \ldots, N_{\gamma P_\gamma})} \sum_{k=1}^{P_\gamma} \mu_{\gamma, \gamma_k}(x_k). \quad (3.16)$$

Using (3.11) we can decompose the problem of determining $L \in \mathcal{L}_\gamma(n)$ into smaller problems of determining $L^{(k)} \in \mathcal{L}_{\gamma, \gamma_k}(x^*_k)$ as stated in the next theorem.
Theorem 20  For an independent innovations tree with $X^* = [x^*_k]_{k=1}^{P_\gamma}$ defined as in (3.16), $\bigcup_{k=1}^{P_\gamma} L^{(k)} \in \mathcal{L}_\gamma(n)$. Moreover, $\mathcal{L}_{\gamma k}(n) = \mathcal{L}_{\gamma k,\gamma k}(n) = \mathcal{L}_{\gamma,\gamma k}(n)$. Also $\mu_{\gamma,\gamma k}(n)$ is a positive, non-decreasing, and concave function of $n$, $\forall k, \gamma$.

The proof is in the Appendix C.

Theorem 20 provides the following recursive technique to construct $L \in \mathcal{L}_\gamma(n)$.

Starting at $\gamma$ we move downward determining how many of the $n$ leaf nodes of $L \in \mathcal{L}_\gamma(n)$ lie in the trees of the different descendants of $\gamma$ till we reach the bottom. Assume for the moment that we are given the functions $\mu_{\gamma,\gamma k}(n)$ for all $\gamma$. We present an efficient scheme to compute $\mu_{\gamma,\gamma k}(n)$ in Appendix E.

Scale-Recursive Water-filling scheme $\gamma \rightarrow \gamma k$

Step (a): Split $n$ leaf nodes between the trees of $\gamma k$, $k = 1, 2, \ldots, P_\gamma$.

First determine how to split the $n$ leaf nodes between the trees of $\gamma k$ by maximizing $\sum_{k=1}^{P_\gamma} \mu_{\gamma,\gamma k}(x_k)$ over $X \in \Delta(n, N_{\gamma k}, \ldots, N_{\gamma P_\gamma})$ (see (3.16)). The split is given by $X^*$ which is easily obtained using the water-filling procedure for concave functions (defined in (3.6)) since $\mu_{\gamma,\gamma k}(n)$ is concave for all $k$. Determine $L^{(k)} \in \mathcal{L}_{\gamma k}(x^*_k)$ since $L = \bigcup_{k=1}^{P_\gamma} L^{(k)} \in \mathcal{L}_\gamma(n)$.

Step (b): Split $x^*_k$ nodes between the trees of child nodes of $\gamma k$.

To our good fortune $L^{(k)} \in \mathcal{L}_{\gamma,\gamma k}(x^*_k)$ if and only if $L^{(k)} \in \mathcal{L}_{\gamma k}(x^*_k)$. Thus repeat Step (a) with $\gamma = \gamma k$ and $n = x^*_k$ to construct $L^{(k)}$. Stop when we have reached the bottom of the tree.

Efficient Implementation

We present an efficient implementation of the scale-recursive water-filling algorithm in Appendix E. This implementation first computes $L \in \mathcal{L}_\gamma(n)$ for $n = 1$ and then inductively obtains the same for larger values of $n$. Given $L \in \mathcal{L}_\gamma(n)$ we obtain $L \in \mathcal{L}_\gamma(n+1)$ as follows. Note from Step (a) above that we use water-filling to determine
how to split the $n$ leaves at $\gamma$. We are now required to split $n + 1$ leaves at $\gamma$. We easily obtain this from the earlier split of $n$ leaves using (3.6). The water-filling technique maintains the split of $n$ leaf nodes at $\gamma$ while adding just one leaf node to the tree of one of the child nodes (say $\gamma k'$) of $\gamma$. We thus have to perform Step (b) only for $k = k'$.

In this way the new leaf node “percolates” down the tree till we find its location at the bottom of the tree. The pseudo-code for determining $L \in \mathcal{L}_\gamma(n)$ given $\text{var}(W_\gamma)$ for all $\gamma$ as well as the proof that the recursive water-filling algorithm is polynomial-time is in Appendix E.

### 3.2.3 Uniform leaf nodes are optimal for scale-invariant trees

The symmetry in scale-invariant trees forces the optimal solution to take a particular form irrespective of the variances of the innovations $W_\gamma$. We use the following notion of uniform split to prove that in a scale-invariant tree a more or less equal spread of sample leaf nodes gives the best linear estimate of the root.

**Definition 21**

Given a scale-invariant tree, a vector of leaf nodes $L$ has uniform split of size $n$ at node $\gamma$ if $|L_\gamma| = n$ and $|L_{\gamma k}|$ is either $\lfloor \frac{n}{P_\gamma} \rfloor$ or $\lfloor \frac{n}{P_\gamma} \rfloor + 1$ for all values of $k$.

It follows that $\# \{ k : |L_{\gamma k}| = \lfloor \frac{n}{P_\gamma} \rfloor + 1 \} = n - P_\gamma \lfloor \frac{n}{P_\gamma} \rfloor$.

**Definition 22**

Given a scale-invariant tree, a vector of leaf nodes is called a uniform leaf sample if it has a uniform split at all tree nodes.

The next theorem gives the optimal leaf node set for scale-invariant trees.

**Theorem 23**

Given a scale-invariant tree, the uniform leaf sample of size $n$ gives the best LMMSE estimate of the tree-root among all possible choices of $n$ leaf nodes.

**Proof:** For a scale-invariant tree, $\mu_{\gamma_k}(n)$ is identical for all $k$ given any location $\gamma$. Corollary 19 and Theorem 20 then prove the theorem. $\square$
3.3 Covariance trees

In this section we prove optimal and worst case solutions for covariance trees. For the optimal solutions we leverage our results for independent innovations trees and for the worst case solutions we employ eigenanalysis. We begin by formulating the problem.

3.3.1 Problem formulation

Let us compute the LMMSE error of estimating the root $V_\phi$ given a set of leaf nodes $L$ of size $n$. Because of our assumption of a covariance tree, the correlation between any leaf node and the root node is identical. We denote this by $\rho$. Denote an $l \times j$ matrix with all elements equal to 1 by $1_{l \times j}$. It is well known [82] that the optimal linear estimate of $V_\phi$ given $L$ (assuming zero-mean random variables) is given by $ho 1_{1 \times n} S_L^{-1} L$, where $S_L$ is the covariance matrix of $L$ and that the resulting LMMSE is

$$E(V_\phi | L) = \text{var}(V_\phi) - \text{cov}(L, V_\phi)^T S_L^{-1} \text{cov}(L, V_\phi)$$

$$= \text{var}(V_\phi) - \rho^2 1_{1 \times n} S_L^{-1} 1_{n \times 1}. \quad (3.17)$$

Clearly obtaining the optimal and worst case choice for $L$ is equivalent to maximizing and minimizing the sum of the elements of $S_L^{-1}$. The exact value of $\rho$ does not affect the solution. We assume that no element of $L$ can be expressed as a linear combination of the others which implies that $S_L$ is invertible.

3.3.2 Optimal solutions

We use our results of Section 3.2 for independent innovations trees to determine the optimal solutions for covariance trees. Note from (3.17) that the estimation error for a covariance tree is a function only of the covariance between leaf nodes. Exploiting this fact, we first construct an independent innovations tree whose leaf nodes have the same
correlation structure as that of the covariance tree and then prove that both trees must have the same optimal solution. Previous results then provide the optimal solution for the independent innovations tree which is also the optimal for the covariance tree.

**Definition 24** A matched innovations tree of a given covariance tree with positive correlation progression is an independent innovations tree with the following properties. It has (1) the same topology (2) and the same correlation structure between leaf nodes as the covariance tree, and (3) the root is equally correlated with all leaf nodes (though the exact value of the correlation between the root and a leaf node may differ from that of the covariance tree).

All covariance trees with positive correlation progression have corresponding matched innovations trees. We construct a matched innovations tree for a given covariance tree as follows. Consider an independent innovations tree with the same topology as the covariance tree. Set \( \varrho_\gamma = 1 \) for all \( \gamma \),

\[
\operatorname{var}(V_{i}) = c_{0},
\]

and

\[
\operatorname{var}(W^{(j)}) = c_{j} - c_{j-1}, \; j = 1, 2, \ldots, N,
\]

where \( c_{j} \) is the covariance of leaf nodes of the covariance tree with distance \( j \) and \( \operatorname{var}(W^{(j)}) \) is the common variance of all innovations of the independent innovations tree at scale \( j \). Call \( c'_{j} \) the covariance of leaf nodes with distance \( j \) in the independent innovations tree. From (3.2) we have

\[
c'_{j} = \operatorname{var}(V_{i}) + \sum_{k=1}^{j} \operatorname{var}(W^{(k)}), \; j = 1, \ldots, N.
\]

We thus obtain \( c'_{j} = c_{j} \) for all \( j \) which proves that this independent innovations tree is the required matched innovations tree.
The next lemma relates the optimal solutions of a covariance tree and its matched innovations tree.

**Lemma 25** A covariance tree with positive correlation progression and its matched innovations tree have the same optimal leaf sets.

**Proof:** Note that (3.17) applies to any tree whose root is equally correlated with all its leaves. This includes both the covariance tree and its matched innovations tree. From (3.17) we see that the choice of $L$ that maximizes the sum of elements of $S^{-1}_L$ is optimal. Since $S^{-1}_L$ is identical for both the covariance tree and its matched innovations tree for any choice of $L$, they must have the same optimal solution. \qed

For a symmetric covariance tree that has positive correlation progression, the optimal solution takes on a specific form irrespective of the actual covariance between leaf nodes.

**Theorem 26** Given a symmetric covariance tree that has positive correlation progression, the uniform leaf sample of size $n$ gives the best LMMSE of the tree-root among all possible choices of $n$ leaf nodes.

**Proof:** Form a matched innovations tree using the procedure outlined previously. This tree is by construction a scale-invariant tree. The result then follows from Theorem 23 and Lemma 25. \qed

While the uniform leaf sample is the optimal solution for a symmetric covariance tree with positive correlation progression, it is surprisingly the worst case solution for certain trees with a different correlation structure which we prove next.
3.3.3 Worst case solutions

The worst case solution is any choice of $L \in \Lambda_\phi(n)$ that maximizes $E(V_\phi|L)$. We now highlight the fact that the optimal and worst case solutions can change dramatically depending on the correlation structure of the tree. Of particular relevance to our discussion is the set of clustered leaf nodes defined as follows.

**Definition 27** The set consisting of all leaf nodes of the tree of $V_\gamma$ is called the set of clustered leaves of $\gamma$.

We provide the worst case solutions for covariance trees in which every node (with the exception of the leaves) has the same number of child nodes. The following theorem summarizes our results.

**Theorem 28** Consider a covariance tree of depth $N$ in which every node (excluding the leaves) has the same number of child nodes $\sigma$. Then for leaf sets of size $\sigma^p$, $p = 0, 1, \ldots, N$ the worst case solution when the tree has positive correlation progression is given by the sets of clustered leaves of $\gamma$, where $\gamma$ is at scale $N - p$. The worst case solution is given by the sets of uniform leaf nodes when the tree has negative correlation progression.

The proof is in Appendix D.

Theorem 28 gives us the intuition that “more correlated” leaf nodes give worse estimates of the root. In the case of covariance trees with positive correlation progression, clustered leaf nodes are strongly correlated when compared to uniform leaf nodes. The opposite is true in the negative correlation progression case. Essentially if leaf nodes are highly correlated then they contain more redundant information which leads to poor estimation of the root.
While we have proved the optimal solution for covariance trees with positive correlation progression we have not yet proved the same for those with negative correlation progression. Based on the intuition just gained we make the following conjecture.

**Conjecture 29** *For a covariance tree that is negatively correlated, the sets of clustered leaf nodes correspond to the optimal solution.*

Using numerical techniques we support this conjecture in the next section.

### 3.4 Numerical results

In previous sections we proved that uniform leaf nodes were optimal for scale-invariant trees. In this section, using the scale-recursive water-filling algorithm we evaluate the optimal leaf sets for independent innovations trees that are not scale-invariant. In addition we provide numerical support for Conjecture 29.

#### 3.4.1 Independent innovations trees: scale-recursive water-filling

In this section we find the optimal leaf nodes to estimate the tree root for different independent innovations trees using the water-filling algorithm described in Section 3.2. We consider trees with depth \( N = 3 \) and in which all nodes have at most two child nodes. The results demonstrate that the optimal leaf sets are a function of the correlation structure and topology of the multiscale trees.

In Fig. 3.2(a) we plot the optimal leaf node sets of different sizes for a scale-invariant tree. As expected the uniform leaf nodes sets are optimal.

We consider a symmetric tree in Fig. 3.2(b), that is a tree in which all nodes have the same number of children (excepting leaf nodes). All parameters are constant within each scale except for the variance of the innovations \( W_\gamma \) at scale 1. The variance of the
optimal leaf sets (leaf set size)

(a) Scale-invariant tree (b) Unbalanced variance (c) Missing leaves

Figure 3.2: Optimal leaf sets for three different independent innovations trees: (a) scale-invariant tree, (b) symmetric tree with unbalanced variance of innovations at scale 1, and (c) tree with missing leaves at the finest scale. Observe that the uniform leaf node sets are optimal in (a) as expected. In (b), however, the nodes on the left half of the tree are more preferable to those on the right. In (c) the solution is similar to (a) for optimal sets of size \( n = 5 \) or lower but changes for \( n = 6 \) due to the missing nodes.

innovation on the right side is five times larger than the variance of the innovation on the left. Observe that leaves on the left of the tree are now preferable to those on the right and hence dominate the optimal sets. Comparing this result to Fig. 3.2(a) we see that the optimal sets are dependent on the correlation structure of the tree.

In Fig. 3.2(c) we consider the same tree as in Fig. 3.2(a) with two leaf nodes missing. These two leaves do not belong to the optimal leaf sets of size \( n = 1 \) to \( n = 5 \) in Fig. 3.2(a) but are elements of the optimal sets for \( n = 6 \) to 8. As a result the optimal sets of size 1 to 5 in Fig. 3.2(c) are identical to those in Fig. 3.2(a) whereas that for \( n = 6 \) differs. This result demonstrates that the optimal sets depend on the topology of the tree.

Our results have important implications for practical applications because situations arise where we must model physical processes using trees with different correlation structures and topologies. For example, if the process to be measured is non-stationary
over space then the multiscale tree may be unbalanced as in Fig. 3.2(b). In sensor networks it may not be possible to place sensors in certain locations due to physical constraints. We would thus have to exclude certain leaf nodes in our analysis as in Fig. 3.2(c).

3.4.2 Covariance trees: optimal and worst cases

This section provides numerical support for Conjecture 29 that states that the clustered node sets are optimal for covariance trees with negative correlation progression. We employ the wavelet-domain independent Gaussian (WIG) tree which is a covariance tree in which each node has $\sigma = 2$ child nodes [54]. We verify our claim using a WIG model of depth $N = 6$ possessing an fractional Gaussian noise-like correlation structure corresponding to Hurst parameter $H = 0.8$ and $H = 0.3$. To be precise, we choose the WIG model parameters such that the variance of nodes at scale $j$ is $2^{-2jH} \cdot \text{constant}$ (see [54] for further details). Note that $H > 0.5$ corresponds to positive correlation progression while $H \leq 0.5$ corresponds to negative correlation progression.

Fig. 3.3 compares the LMMSE of the estimated root node (normalized by the variance of the root) of the uniform and clustered sampling patterns. Since an exhaustive search of all possible patterns is computationally expensive (for example there are over $10^{18}$ ways of choosing 32 leaf nodes from among 64) we instead compute the LMMSE for $10^4$ randomly selected patterns. Observe that the clustered pattern gives the smallest LMMSE for the tree with negative correlation progression in Fig. 3.3(a) supporting our Conjecture 29 while the uniform pattern gives the smallest LMMSE for the positively correlation progression one in Fig. 3.3(b) corroborating Theorem 26. As proved in Theorem 28, the clustered and uniform patterns give the worst LMMSE for the positive and negative correlation progression cases respectively.
Figure 3.3: Comparison of probing schemes for a WIG model with (a) negative correlation progression and (b) positive correlation progression. Observe that the clustered nodes are optimal in (a) while the uniform is optimal in (b). The uniform and the clustered sets give the worst performance in (a) and (b) respectively, which confirms our theoretical results.

Our results confirm that the optimal solution is strongly dependent on the correlation structure of the tree. In many applications such as Internet traffic sampling using probe packets, one expects a positive correlation progression. Thus schemes that send a stream of back-to-back probe packets will give poor estimates of the average traffic rate. However in exceptional cases where the traffic could possess negative correlation progression, we conjecture that the same schemes will be optimal!

3.5 Related work

Earlier work has studied the problem of designing optimal samples of size $n$ to linearly estimate the global average of a process. For a one dimensional process which is wide-sense stationary with positive and convex correlation it was shown that systematic sampling (uniform patterns with random starting points) is optimal within a class of unbiased estimators [40].
For a two dimensional process on an \( n_1 \times n_2 \) grid with positive and convex correlation it was shown that an optimal sampling scheme does not lie in the class of schemes that ensure equal inclusion probability of \( \frac{n}{n_1 n_2} \) for every point on the grid [12]. Here an “optimal scheme” refers to a sampling scheme that achieves a lower bound on the error variance. The requirement of equal inclusion probability guarantees an unbiased estimator. The optimal schemes within certain sub-classes of this larger “equal inclusion probability” class were obtained using systematic sampling. More recent analysis refines these results to show that optimal designs do exist in the equal inclusion probability class for certain values of \( n, n_1, \) and \( n_2 \) and are obtained by Latin square sampling [49, 81].

Our results differs from the above works in that we provide optimal solutions for the entire class of linear estimators and study a different set of random processes.

A related problem of optimally sampling a process to minimize the entropy of the posterior process has been studied in the context of computer experiment design [92]. Two conditions that are sufficient for a sample to be universally optimal are that its elements are pair-wise equidistant and that this distance equal the maximum average distance of all possible sampling designs.

Other work on sampling fractional Brownian motion to estimate its Hurst parameter demonstrated that geometric sampling is superior to uniform sampling [86].

Recent work compared different probing schemes for traffic estimation through numerical simulations [42]. It was shown that a scheme which used uniformly spaced probes outperformed other schemes that used clustered probes. These results are similar to our findings for independent innovation trees and covariance trees with positive correlation progression.
3.6 Summary

We have addressed the problem of obtaining optimal leaf sets to estimate the root of two multiscale stochastic processes: independent innovations trees and covariance trees. Our findings have a wide range of applications including the design of sensor networks and Internet inference schemes.

We have proved for an independent innovations tree that the optimal solution can be obtained in polynomial-time by the water-filling algorithm. Our results show that the optimal solutions can vary drastically depending on the correlation structure of the tree. For covariance trees with positive correlation progression as well as scale-invariant trees we obtained that uniformly spaced leaf nodes are optimal. However, uniform leaf nodes give the worst estimates for covariance trees with negative correlation progression. Numerical experiments support our conjecture that clustered nodes provide the optimal solution for covariance trees with negative correlation progression.
Chapter 4

Network Probing

In this chapter we present two probing tools, pathChirp and STAB, to infer available bandwidth information about network paths. Both tools can be obtained as freeware from the web.

We describe our model for a network path in Section 4.1. Section 4.2 and 4.3 describe the working of pathChirp and STAB respectively. We summarize our contributions to the field of network probing in Section 4.4.

4.1 Network model and terminology

We focus on a single sender – single receiver path of a communication network. We explicitly permit multiple queues; to this end we model a path as a series of store-and-forward nodes each with its own constant service rate, equipped with FIFO queues.

Available bandwidth

Denote the capacity of the output queue of router node $i$ as $c_i$, and the total traffic (other than probes) entering it between times $a$ and $b$ as $A_i[a,b]$. Define the path’s available bandwidth in time interval $[t - \tau, t]$ as

$$B[t - \tau, t] = \min_i \left( c_i - \frac{A_i[t - \tau + p_i, t + p_i]}{\tau} \right), \quad (4.1)$$

where $p_i$ is the minimum time a packet sent from the sender could take to reach router $i$. The delay $p_i$ includes the speed-of-light propagation delay and packet service times at intermediate queues.
In reality probe packets suffer queuing delays in addition to the minimum delay $p_i$. Thus probes transmitted during $[t - \tau, t]$ can arrive at router $i$ outside time interval $[t - \tau + p_i, t + p_i]$ and do not exactly measure $B[t - \tau, t]$. For large $\tau \gg RTT$, however, the effect of queuing delay becomes inconsequential.

**Sub-path available bandwidth**

We define the sub-path available bandwidth up to link $i$ as the minimum available bandwidth among the first $i$ links of the path. The sub-path available bandwidth up to link $i$ is a non-increasing function of $i$. It decreases at all locations of thin links and remains constant between two consecutive thin link locations. The last thin link is obviously the link with the least available bandwidth on the entire path, the tight link.

### 4.2 pathChirp

In this section we present our first probing tool, pathChirp. We describe its working and demonstrate its efficiency and accuracy through Internet experiments and by comparing it to other tools through simulations.

#### 4.2.1 Algorithm

PathChirp estimates the available bandwidth along a path by launching a number of packet chirps (numbered $m = 1, 2, \ldots$) from sender to receiver and then conducting a statistical analysis at the receiver.

First some notation for chirps (see Figure 1.5(a)). Consider chirp $m$ consisting of $N$ exponentially spaced packets, each of size $P$ bytes. Define the ratio of successive packet inter-spacing times within a chirp as the spread factor $\gamma$, the queuing delay of packet $k$ as $q_k^{(m)}$, the sender transmission time of packet $k$ as $t_k^{(m)}$, the inter-spacing time between
packets $k$ and $k + 1$ as $\Delta_k^{(m)}$, and the instantaneous chirp rate at packet $k$ as

$$R_k^{(m)} = P / \Delta_k^{(m)}.$$  

(4.2)

If the clocks at the sender and receiver are unsynchronized but stable, then the difference between receiver and sender time stamps is the queuing delay plus a constant. Since $\Delta_k^{(m)}$ and $R_k^{(m)}$ are the same for all chirps, we drop their superscripts in the subsequent discussion.

In a CBR fluid cross-traffic scenario, we have

$$q_k^{(m)} = 0, \quad \text{if } B\left[t_1^{(m)}, t_N^{(m)}\right] \geq R_k$$

$$q_k^{(m)} > q_{k-1}^{(m)}, \quad \text{otherwise}$$

(4.3)

which leads to a simple estimate: $\hat{B}\left[t_1^{(m)}, t_N^{(m)}\right] = R_{k^*}$, where $k^*$ is the packet at which the queuing delay begins increasing.

The assumption of CBR cross-traffic clearly oversimplifies reality. In particular, due to bursty traffic, queuing delays will typically not increase monotonically within a chirp, or any probing train for that matter. Figure 4.1 depicts the queuing delays of a typical chirp train. We refer to such a plot as a queuing delay signature. Typically a signature consists of excursions from the zero axis ($q_k^{(m)} > 0$ for several consecutive packets) caused by bursts of cross-traffic. The first few excursions end with the queuing delays returning to zero. This is because the chirp rate $R_k$ is less than the bottleneck link speed ($c_{\text{min}} := \min\{c_i\}$) on the path, which allows the queues to relax in the absence of cross-traffic. The last excursion usually ends with increasing queuing delays because $R_k > c_{\text{min}}$, which causes the chirp packets to fill up intermediate queues.

PathChirp uses the shape of the signature, to make an estimate $E_k^{(m)}$ of the per-packet available bandwidth $B\left[t_k^{(m)}, t_{k+1}^{(m)}\right]$. It then takes a weighted average of the $E_k^{(m)}$‘s corresponding to each chirp $m$ to obtain estimates $D^{(m)}$ of the per-chirp available bandwidth.
Finally it makes estimates $B[t - \tau, t]$ of the available bandwidth $B[t - \tau, t]$ by averaging the estimates $D(m)$ obtained in the time interval $[t - \tau, t]$.

**Excursion segmentation**

In order to accurately compute $E_k^{(m)}$, pathChirp segments each signature into regions belonging to excursions and regions not belonging to excursions.

Based on the principle of self-induced congestion, we assume that increasing queuing delays signify less available bandwidth than the instantaneous chirp rate at that moment while decreasing delays signify the opposite, that is,

$$E_k^{(m)} \geq R_k, \quad \text{if } q_k^{(m)} \geq q_{k+1}^{(m)} \quad (4.5)$$

$$E_k^{(m)} \leq R_k, \quad \text{otherwise.} \quad (4.6)$$

In a single-hop scenario, (4.5) is exactly true while (4.6) need not always be true. For example if packets $k$ and $k+1$ are spaced very far apart (say by 1 hour), then the fact that $q_k^{(m)} < q_{k+1}^{(m)}$ tells us little about $E_k^{(m)}$. This is because the packets $k$ and $k+1$ cannot possibly induce congestion in the network and rather only provide independent samples of the path queuing delay.
To make correct use of (4.6), we segment each signature into excursion regions and apply (4.6) only to these regions. The basic idea behind pathChirp’s excursion segmentation algorithm is quite simple. Intuitively if $q_k^{(m)}$ increases and remains larger than 0 for several consecutive packets, then it is likely that these packets are all part of the same busy period* at a congested queue along the path. In this case we expect $q_k^{(m)} < q_{k+1}^{(m)}$ to correspond to self-induced congestion, thus validating (4.6). We would thus like to find regions in the signature for which $q_k^{(m)} > 0$ for several consecutive packets.

In practice we do not necessarily know the clock offset between the end hosts running pathChirp. This combined with the machine added noise to the time stamps makes it infeasible to use $q_k^{(m)} > 0$ for excursion detection. PathChirp instead uses the relative queuing delay within a chirp to detect excursions. It also avoids using hard queuing delay thresholds, since the magnitude of queuing delay is heavily dependent on link speeds that vary from path to path. For example, from basic queuing theory a 10Mbps link loaded at 50% utilization by a Poisson traffic source (with constant packet size) will have a larger average queuing delay than a similarly utilized 100Mbps link fed with Poisson traffic.

The details of pathChirp’s excursion segmentation algorithm are as follows. The goal is to identify potential starting and ending packet numbers $i$ and $j$ respectively for an excursion. Every packet $i$ where $q_i^{(m)} < q_{i+1}^{(m)}$ is a potential starting point of an excursion. We define the end of the excursion $j$ as the first packet where

$$q(j) - q(i) < \frac{\max_{i \leq k \leq j} [q(k) - q(i)]}{F},$$

where $F$ is a parameter called the \textit{decrease factor}. At $j$ the queuing delay relative to $q(i)$ has decreased by a factor of $F$ from the maximum queuing delay increase after $i$

\* A \textit{busy period} is a time interval during which the queue is never idle.
and up to $j$. If $j - i > L$, that is the signature region is long enough, then all packets between $i$ and $j$ form an excursion.

The last excursion of a signature usually does not terminate; that is, there is some packet $l$ with $q_{l}^{(m)} < q_{l+1}^{(m)}$ such that there is no $j > l$ for which (4.7) holds (replacing $i$ by $l$ in (4.7)). This excursion is treated differently to the others while setting $E_{k}^{(m)}$ which we describe next.

**Computing the per-packet estimates $E_{k}^{(m)}$**

Now it only remains to compute the per-packet available bandwidth estimates $E_{k}^{(m)}$. Each chirp packet $k$ falls into one of the following three categories that decide $E_{k}^{(m)}$.

**Case (a):** If $k$ belongs to an excursion that terminates and $q_{k}^{(m)} \leq q_{k+1}^{(m)}$, then set

$$E_{k}^{(m)} = R_{k}. \quad (4.8)$$

This satisfies (4.6).

**Case (b):** If $k$ belongs to an excursion that does not terminate, then set

$$E_{k}^{(m)} = R_{l}, \quad \forall k > l, \quad (4.9)$$

where $l$ is the start of the excursion.

The reason that we do not use (4.8) for case (b) is that the chirp rate during this particular excursion can be much higher than $c_{\text{min}}$. Since the available bandwidth is always less than $c_{\text{min}}$, we must have $E_{k}^{(m)} < R_{k}$.

We note however that according to (4.5) we must have $E_{k}^{(m)} > R_{k} > R_l$ if $q_{k}^{(m)} > q_{k+1}^{(m)}$, $k > l$. Hence (4.9) leads to a conservative estimate of $E_{k}^{(m)}$ for such $k$.

**Case (c):** For all $k$ not belonging to the above cases we set $E_{k}^{(m)} = R_{l}$. This includes all those $k$ not belonging to excursions as well as those with decreasing queuing delay belonging to excursions. In case the last excursion of the signature does terminate, we choose $l = N - 1$. 
For the pseudo-code of the pathChirp algorithm see Appendix F. Since the pseudo-code uses delay information of only a single chirp, we drop superscript $(m)$ in all quantities.

4.2.2 Implementation details

PathChirp infers available bandwidth online using UDP chirp packet probes. PathChirp’s parameters are the probe packet size $P$, the spread factor $\gamma$, the decrease factor $F$, the busy period threshold $L$, and the time interval $\tau$ over which the $D_m$ instantaneous estimates are smoothed. The average probe load on the network and the range of instantaneous rates within each chirp are user specified options. PathChirp spaces the chirps apart in time to achieve the specified average probing rate. Each UDP packet carries a sender timestamp which the receiver uses along with its own local timestamp in the delay estimation process.

In pathChirp, probe packets travel one-way from sender to receiver, and the receiver performs the estimation. We prefer to not merely echo back information to the sender to avoid the problem of echo probe traffic interfering with the sender-to-receiver chirp probes. This can occur on links that are not full-duplex, for example those in shared LANs.

PathChirp addresses the practical problem of context switching. When a context switch takes place at a host receiving probe packets, the packets are temporarily buffered while the CPU handles other processes. This introduces delays between packets reaching the application layer just before the context switch and after it. In addition, the buffered packets rapidly reach the application layer after the context switch. These delays may be mistakenly construed as router queuing delays and thus corrupt pathChirp’s network inference. When the difference between two consecutive receive time stamps
is less than a threshold \( d \), we detect a context switch and discard the concerned chirp. We note that a \( d \) value of 30\( \mu \)s is lower than the transmission time of a 1000 byte packet on an OC-3 link (50\( \mu \)s). Thus one would expect packet arrival times at the receiver to exceed 50\( \mu \)s if the last link is of OC-3 or lower speed. Currently \( d \) is hardcoded in the program. In future \( d \) will be adaptively chosen to suit the machine in question.

We are currently studying other ways of circumventing time stamp corruption due to context switching. One of them is to use time stamps generated by NIC cards rather than application layer ones.

PathChirp discards all chirps with dropped packets.

### 4.2.3 Performance and parameter choice

In this section, we use simulations to better understand the role of the various pathChirp parameters. In the experiments, we use a single queue with capacity 10Mbps fed with Poisson packet arrivals. The cross-traffic packet sizes were randomly chosen to be 1500 or 40 bytes with equal probability. Internet traffic has been shown to have weak correlations over time lags less than 100ms [93] in spite of stronger correlations (or long-range dependence (LRD)) at time lags greater than 1s. Since the duration of a chirp is typically less than 100ms a Poisson cross-traffic model which does not possess LRD suffices.

We varied the packet size \( P \), spread factor \( \gamma \), decrease factor \( F \) and busy period threshold \( L \) while keeping \( \tau \) and the total probing load constant at 500kbps. Recall that we can maintain any average low probing rate by spacing the chirp trains far enough apart. Our choice for the performance metric is the mean squared error (MSE) of the estimate \( \rho[0, \tau] \) normalized by the second moment of the true \( B[0, \tau] \). All experiments report 90% confidence intervals.

**Probe packet size \( P \):** First we assess the impact of probe packet size \( P \) on estimation
performance. Obviously the number of bytes transmitted per chirp decreases with $P$. Thus by reducing $P$ we can send more chirps for the same average probing rate, giving us more estimates $D^{(m)}$ per time interval $\tau$. However from (4.2) we observe that for the same set of probing rates $R_k$, a small $P$ results in a proportionately small $\Delta_k$. Intuitively the cross-traffic arriving over a time interval $\Delta_k$ is more bursty for smaller $\Delta_k$. For instance when $\Delta_k \to 0$ the cross-traffic process is far from smooth and to the contrary is a binary process: we either have one packet arriving or none at all. Thus shorter chirps will exhibit more erratic signatures and give less accurate estimates.

Fig. 4.2 demonstrates the effect of the probe packet size $P$ on estimation performance. We set $\gamma = 1.2$ and vary the parameters $F$ and $L$ as well as the link utilization. Observe that in most cases larger $P$ values give better performance. In a few cases in Fig. 4.2(a) the MSE increases slightly with $P$.

The results show that pathChirp generally performs better with larger packet sizes. In Internet experiments we thus use $P \geq 1000$ bytes.

**Spread Factor** $\gamma$: The spread factor $\gamma$ controls the spectrum of probing rates in a chirp. A smaller $\gamma$ leads to a dense spectrum of rates $R_k$, potentially increasing the accuracy of estimates $D^{(m)}$. It also leads to a finer sampling of network delay, thus potentially improving pathChirp’s ability to identify excursions. However it also increases the number of packets per chirp and hence reduces the number of estimates $D^{(m)}$ per time interval $\tau$, possibly degrading the estimate $\rho[t - \tau, t]$.

Fig. 4.3 demonstrates the effect of the spread factor $\gamma$ on estimation performance. We observe that the MSE decreases (that is, improves) with decreasing $\gamma$. This experiment uses $P = 1300$ byte packets. Since $\gamma > 2$ can give errors as high as 100% even in CBR scenarios, we have excluded them in the experiments.

PathChirp uses $\gamma = 1.2$ by default.
Figure 4.2: Normalized mean squared error vs. probe packet size $P$ for two utilizations: (a) 30% and (b) 70%. In most cases the MSE decreases with increasing packet size. The experiment used $\gamma = 1.2$.

Figure 4.3: Normalized MSE vs. spread factor $\gamma$ for two utilizations: (a) 30% and (b) 70%. The MSE decreases with decreasing $\gamma$.

**Busy period threshold** $L$ **and decrease factor** $F$: The busy period threshold $L$ and decrease factor $F$ influence pathChirp’s excursion segmentation algorithm. Recall that the $E_k^{(m)}$ estimates corresponding to an excursion region are always less than what they
would be if the region was not marked as belonging to one (compare cases (a) and (c) in Section 4.2.1). Increasing $L$ or decreasing $F$ makes it harder for bumps in signatures to qualify as valid excursions thus leading to over-estimates of the available bandwidth. Conversely, decreasing $L$ or increasing $F$ will lead to under-estimation of available bandwidth. The optimal choice for the busy period threshold $L$ and decrease factor $F$ will depend on the cross-traffic statistics at queues on the path.

From Figs. 4.4 and 4.5 observe that for our single queue Poisson cross-traffic scenario small values of $L$ and large values of $F$ give better performance.

Internet experiments indicate that the optimum values of $L = 3$ and $F = 6$ obtained from the above experiments provide overly conservative estimates of available bandwidth. This could possibly be due to the noise present in real experiments that is absent in simulations. The pathChirp tool instead uses $L = 5$ and $F = 1.5$ as default.

**Multi-Hop scenarios** Real Internet paths almost always are multi-hop. Although we are unaware of any rigorous study of the number of congested queues on typical Internet
paths, we hypothesize that congestion largely occurs at the edge of the network close to the source or receiver. Thus data packets might likely encounter two congested queues, one on each end of their paths. One fact that supports the argument that congestion occurs at the edge is that backbone ISPs have reported very low packet loss and queuing delay on their networks [65]. While it is possible for paths to have no congested queues or possibly one, it is important for tools like pathChirp to be robust to the presence of at least two congested queues along the end-to-end path.

This section tests pathChirp in a two-hop scenario as depicted in Fig. 4.6. As before, competing cross-traffic packet arrivals are Poisson and the packet sizes are chosen at random to be 1500 or 40 bytes with equal probability. The parameters we use are $\gamma = 1.2$, $L = 5$, $F = 2$, $P = 1500$ and $\tau = 3s$.

Each experiment consists of two scenarios. In the first, we load both queues with cross-traffic such that one queue has less available bandwidth (the *tight* queue) than the other (the *slack* queue). The slack queue essentially adds noise to the chirp packet.

Figure 4.5: Normalized MSE vs. decrease factor $F$ for two utilizations: (a) 30% and (b) 70%. The error improves with increasing $F$. 
delays. In the second, we set the cross-traffic rate at the slack queue to zero. An error of comparable magnitude in the two scenarios implies that pathChirp is robust to the noise of the slack queue in the first case.

In the first experiment the cross-traffic rate at the first queue is 30Mbps and that at the second queue 5Mbps. This sets the available bandwidth at the first queue (the tight one) to 10Mbps and that at the second (the slack one) to 15Mbps. From Fig. 4.7(a) we observe that the MSE is practically indistinguishable between the cases where the slack queue has 5Mbps cross-traffic and no cross-traffic at all.

In the second experiment both queues are fed with 10Mbps cross-traffic which sets the available bandwidth at the first queue to 30Mbps and that at the second to 10Mbps. From Fig. 4.7(b) to our surprise we observe that the MSE is marginally smaller when the slack queue is loaded that when it is not.

The results show that pathChirp is robust in multi-hop scenarios.

4.2.4 Comparison with TOPP

This section compares pathChirp with TOPP [59] using simulations when both use the same probing bit rate and probe packet spacings.

TOPP

TOPP sends out several packet pairs well-separated in time [59]. Denote the set of unique packet-pair spacings at the sender arranged in decreasing order as $\delta_k, k =$
Figure 4.7: Performance in multi-hop experiments. The MSE in the case of both queues being loaded is comparable to that when only one is loaded implying that pathChirp is robust to multi-hop paths.

1, \ldots, N-1 and the corresponding average spacings at the receiver as \( \eta_k, k = 1, \ldots, N-1 \). Then under the assumption of proportional sharing (see [59] for details) of bandwidth at all queues on the path, the plot of \( \frac{\eta_k}{\delta_k} \) vs. \( \frac{P}{\delta_k} \) is piecewise linear with increasing slope. The very first linear segment equals 1 for \( \frac{P}{\delta_k} \in (0, B[{-\infty, \infty}]) \), implying that the first breakpoint gives the available bandwidth \( B[{-\infty, \infty}] \). In practice the measured values of \( \frac{\eta_k}{\delta_k} \) will be noisy, making a statistical estimation of available bandwidth necessary. We employ the regression-based statistical estimation described in [58].

To compare pathChirp with TOPP, we keep probing loads the same and compute the MSE of the available bandwidth estimates over time intervals of length \( \tau \) seconds, that
is, $B[n\tau, (n+1)\tau]$, $n = 0, 1, \ldots, \infty$. We obtain TOPP’s estimate of $B[n\tau, (n+1)\tau]$ using only the probes transmitted during $[n\tau, (n+1)\tau]$. PathChirp’s estimates $\rho[n\tau, (n+1)\tau]$ are obtained as described in Section 4.2.1.

For pathChirp we fix the spread factor $\gamma$ and separate the chirps in time to maintain the desired average probing rate. For TOPP we use packet-pairs with the same inter-spacing times as the chirp packets, that is $\delta_k = \Delta_k$. The separation times between consecutive packet-pairs are chosen as independent exponentially distributed random variables.

**Single-hop scenarios**

This experiment uses a single queue with link speed 20Mbps fed with Poisson cross-traffic. The probe rate is 1Mbps and the pathChirp parameters are set to $P = 1500$ bytes, $\gamma = 1.2$, $F = 5$, and $L = 3$.

Fig. 4.8 displays the MSE for experiments with two different utilizations. Observe that the pathChirp outperforms TOPP by about an order of magnitude.

**Multi-hop scenarios** We next compare pathChirp and TOPP in the multi-hop scenario depicted in Fig. 4.6 with average probing rate 500kbps. In the first experiment we set the Poisson cross-traffic rates so that the first queue has 10Mbps available while the second has 15Mbps available. The first queue is thus the tight one. In the second experiment the rates are set so the the first queue has 20Mbps available and the second has 10Mbps available, thus making the second queue the tight one.

From Fig. 4.9 observe that again pathChirp outperforms TOPP like in the single-hop scenarios.

Since pathChirp uses queueing delay correlation information present in signatures and not just the average delay increase between packet pairs, the above results are not surprising. A theoretical analysis supporting these empirical findings is part of our future
Figure 4.8: Comparison of pathChirp and TOPP in a single-hop scenario for two utilizations: (a) 30% and (b) 70%. Observe that pathChirp performs far better than TOPP.

4.2.5 Comparison with pathload

We now compare pathChirp with pathload (version pathload_1.0.2) [45] using a simple test bed at Rice University depicted in Fig. 4.10. The goal is to compare their efficiency in terms of number of bytes used to obtain available bandwidth estimates of equal accuracy.

PathChirp and pathload differ in their measurement methodology as well as their output quantities. Recall that pathChirp uses chirp packet trains; each chirp probes the
Figure 4.9: Comparison of pathChirp and TOPP in multi-hop scenarios. In (a) the first queue has less available bandwidth than the second while in (b) the second has the least available bandwidth. Observe that pathChirp performs far better than TOPP.

path at a wide range of bit-rates. Also, pathChirp provides a single estimate of available bandwidth per specified time interval $\tau$. In contrast pathload employs long constant bit-rate (CBR) packet trains and adaptively varies the rates of successive packet trains in an effort to converge to the available bandwidth rate. Pathload provides minimum and maximum bounds on the available bandwidth while taking a variable amount of time to make the estimate.

We perform two sets of experiments to compare the tools. To measure the efficiency of the tools, in each experiment we compute the average number of bytes over 25 runs
that each tool takes to provide estimates accurate to 10Mbps.

To obtain the bytes used by pathload, we set its bandwidth resolution parameter to 10Mbps and take the average number of bytes used to make 25 estimates.

To count the bytes used by pathChirp, we employ the following procedure. Denoting the start of the experiment as time $0$, we compute the estimate $\rho[0, \tau]$ for different values of $\tau$. We define $\tau^*$ as that value of $\tau$ for which the difference between the 90 and 10 percentiles of $\rho[0, \tau]$ (obtained from 25 experiments) is less than 10Mbps. We then compute the number of probing bytes that pathChirp sends in a time interval of length $\tau^*$.

In this experiment pathChirp used default parameter values: $\gamma = 1.2$, $P = 1000$ bytes, $F = 1.5$, and $L = 5$ packets.

In the first set of experiments, we set the available bandwidth to a constant value using *iperf* CBR UDP traffic [2] while in the second set of experiments we employ Poisson UDP traffic [6]. The *iperf* packet size is 1470 bytes while that of the Poisson traffic is 1000 bytes. The results in Tables 4.1 and 4.2 indicate that pathChirp needs less than 10% of the bytes that pathload uses. In addition to the average number of bytes the two tools use to achieve the desired accuracy, Tables 4.1 and 4.2 provide the 10%-90%
Table 4.1: Efficiency comparison of pathChirp and pathload with iperf CBR cross-traffic.

<table>
<thead>
<tr>
<th>Available Bandwidth</th>
<th>Efficiency</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pathChirp</td>
<td>pathload</td>
</tr>
<tr>
<td>30Mbps</td>
<td>0.41MB</td>
<td>4.3MB</td>
</tr>
<tr>
<td>50Mbps</td>
<td>0.32MB</td>
<td>5.5MB</td>
</tr>
<tr>
<td>70Mbps</td>
<td>0.26MB</td>
<td>9.9MB</td>
</tr>
</tbody>
</table>

values of pathChirp estimates and the average of pathload’s minimum and maximum bounds of available bandwidth. Observe that pathChirp’s estimates have a consistent negative bias, implying that its measurements are conservative.

These results demonstrate pathChirp’s utility, especially for applications requiring rapid estimates of the available bandwidth using only a light probing load.

4.2.6 Internet experiments

This section describes Internet experiments with pathChirp. The experiments use the Y topology depicted in Figure 4.11. PathChirp is employed over a path from the Stanford Linear Accelerator Center (SLAC) to Rice University. To provide some control on the estimated bandwidth, we introduce Poisson traffic along a path from either Caltech or StarLight (Chicago) to Rice. At the time of the experiments, the Caltech-Rice path consisted of 14 layer-3 hops (from traceroute), the SLAC-Rice path consisted of 12 hops, and 4 of the links were shared. The StarLight-Rice path consisted of 9 hops of which 3 were common to the SLAC-Rice path.
Table 4.2: Efficiency comparison of pathChirp and pathload with Poisson cross-traffic.

<table>
<thead>
<tr>
<th>Available Bandwidth</th>
<th>Efficiency</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pathChirp</td>
<td>pathload</td>
</tr>
<tr>
<td>30Mbps</td>
<td>0.35MB</td>
<td>3.9MB</td>
</tr>
<tr>
<td>50Mbps</td>
<td>0.75MB</td>
<td>5.6MB</td>
</tr>
<tr>
<td>70Mbps</td>
<td>0.6MB</td>
<td>8.6MB</td>
</tr>
</tbody>
</table>

For this experiment, the pathChirp parameters are set as follows: $P = 1000$ bytes, $\gamma = 1.2$, $L = 5$ and $F = 1.5$. We choose $\tau$ to correspond to 11 chirp transmissions. The Poisson traffic packets are of size 1000 bytes.

In the experiment we sent bursts of Poisson traffic at different rates to study pathChirp’s ability to track the resulting changes in available bandwidth. The success is demonstrated in Figs. 4.12(a) and 4.12(b). Observe that the estimates decrease in proportion to the rate of the Poisson traffic, with stronger dips corresponding to larger Poisson...
Figure 4.12: (a) Available bandwidth estimates when Poisson traffic originates at Caltech. (b) Available bandwidth estimates when Poisson traffic originates at StarLight (Chicago). Observe that the pathChirp estimates fall in proportion to the introduced Poisson traffic.

4.3 STAB

In this section we present our second probing tool, STAB. We describe STAB’s algorithm and related work on thin link localizations. In addition we demonstrate STAB’s ability to locate thin links through simulations and Internet experiments.

4.3.1 Algorithm

STAB employs packet tailgating chirps to locate thin links. A chirp with each probe packet replaced by two packets, a large one followed closely by a small one, is called a packet tailgating chirp (see Figure 1.5(b)). We set the IP time-to-live (TTL) header
field of the large packets to $i$ while maintaining a large TTL value for the small packets. Since each router along the path decrements a packet’s TTL field by one and discards the packet if it has a TTL value of zero, the large packets in the tailgating chirp vanish after link $i$ while the small packets proceed to the receiver.

Packet tailgating chirps provide a simple scheme for estimating the sub-path available bandwidth up to link $i$. For the moment assume that we have time stamps of the probe packets indicating when they arrive at link $i$. By replacing the receiver time stamps in the pathChirp’s algorithm for available bandwidth with these time stamps, we obtain the sub-path available bandwidth up to link $i$.

While in practice we cannot obtain time stamps of packet arrivals at link $i$ for arbitrary $i$, to our good fortune we can closely approximate them with the receiver time stamps of the small tailgating packets. The reason for this is as follows. Recall from the principle of self-induced congestion that probe packets face an increasing queuing delay from congestion only if the probing bit rate exceeds the available bandwidth. Also note that since the large packets vanish after link $i$ the chirp probing bit rate decreases drastically after link $i$. As a result the chirp consisting of only small packets has a bit rate too low to induce congestion, and much queuing delay, after link $i$. Thus the small packets go through to the receiver with their interspacing at link $i$ remaining more or less unperturbed.

STAB initially determines the number of links along the path by incrementing the TTL of successive probe packets starting from one. Packets with TTL less than the number of links are dropped at links along the path due to TTL expiration while others make it to the receiver. The smallest TTL of all packets to reach the destination thus gives the number of links.

STAB then sends out tailgating chirps and varies the TTL of the large packets in
successive chirps to estimate the sub-path available bandwidth up to link $i$ for different
values of $i$ using the pathChirp algorithm described above.

Finally STAB determines the probability that link $i$ is a thin link as the fraction of
time within a specified time window for which the sub-path available bandwidth up to
link $i - 1$ is greater than that up to link $i$ by a multiplicative factor $\alpha$. The last link with a
high probability of being a thin link is most likely the tight link of the entire end-to-end
path. We choose $\alpha = 1.2$ in our experiments.

### 4.3.2 Related work on thin link localization

A recent study [10] used a tool, \textit{BFind}, to locate the tight link of a path. BFind essen-
tially induces network congestion through continuous transmission of UDP traffic and
determines the location of the tight link from traceroute round-trip times. Another tool
\textit{TReno} [57] emulates TCP using UDP packets with limited TTL fields and router ICMP
echo responses in order to locate tight links. Both these tools have the advantage that
they do not require a program to run at a receiver host at the end of the path unlike
STAB. They however have the drawback of introducing excessively large probe traffic
loads on the network which can potentially disrupt existing network traffic. We thus do
not test these tools and compare them to STAB in our Internet experiments.

The tool \textit{pipechar} [4] provides estimates of raw transmission bandwidth and avail-
able bandwidth at each link on an end-to-end path. Pipechar’s algorithm has not yet
been published to the best of our knowledge. Vis-à-vis STAB it has the advantage of not
requiring receiver host cooperation to run, but has the disadvantages of requiring routers
to respond with ICMP packets when they receive packets with TTL decremented to zero,
and also of requiring superuser privileges at the sender host. We compare pipechar to
STAB in our Internet experiments.
4.3.3 Validation of STAB through simulations

We now demonstrate STAB’s ability to perform spatio-temporal available bandwidth estimation through ns-2 simulations [5]. Internet experiments follow next. The simulation topology is designed to ensure that the tight link location changes over time.

We use the double web-farm topology depicted in Fig. 4.13 for the simulations. Each web-farm consists of 420 clients downloading data from 40 servers over a bottleneck link of 20Mbps. All other links in the web-farm have 40Mbps full-duplex bandwidth. Each web session consists of a client downloading 250 pages from a server. By choosing the page size from a heavy-tailed Pareto distribution we ensure that the generated traffic has a bursty “fractal” nature that is ubiquitously present in Internet traffic [51]. The interarrival times between page downloads are exponentially distributed. The web-farm is based on a topology provided in the ns-2 [5] suite of applications.

We set the utilization on the bottleneck link of each web-farm by choosing the number of web sessions appropriately. From Fig. 4.13 we see that the STAB probes travel across both web-farm bottlenecks before reaching their destination. All sources including the STAB source use 1000 byte packets. The average probing load is set to 300kbps in all simulations. This particular choice is arbitrary.
Fig. 4.14(a) depicts the actual sub-path available bandwidth up to link \( m \) for different intermediate links \( m \) and their variation over time. In the first half of the simulation, that is up to time \( t = 200 \)s, only the first web-farm generates traffic. As a result link 2 is the tight link of the path and consequently the available bandwidth plot flattens out after link 2 at any time prior to \( t = 200 \)s. We observe that the available bandwidth of the end-to-end path is about 15Mbps in this half of the simulation.

In the second half of the simulation both web-farms generate traffic. Because the
second web-farm generates more traffic than the first, link 5 now becomes the tight link. Observe from Fig. 4.14(a) that the available bandwidth plot dips at link 5 after time $t = 200s$. We observe that path available bandwidth is about 5Mbps in this half of the simulation.

From Fig. 4.14(b) we see that STAB estimates the sub-path available bandwidth well. We compute the sub-path available bandwidth up to link $m$ at any time instant by averaging the estimate of available bandwidth from the past 20 chirps which have the TTL of large packets set to $m$. Observe that prior to time $t = 200s$ the estimates flatten after link 2 while after $t = 200$ the estimates dip at link 5 due to the traffic from the second web-farm. On comparing Fig. 4.14(a) and (b) we see that STAB’s underestimates the available bandwidth of the first link by a small amount. This is explained by the fact that subsequent links on a path do have a non-negligible, though minor, influence on chirps consisting of only small tailgating packets, which we neglected in our earlier discussions. Note that because STAB generates estimates of sub-path available bandwidth only after time $t = 100s$, we do not plot information prior to this time instant in Fig. 4.14.

Plots such as Fig. 4.14(b) can prove very useful in optimizing network performance. For example after time $t = 200s$, by choosing an alternate route that bypasses the tight link, link 5, the receiver can potentially download data from the sender over a path with three times the available bandwidth. If the alternate route in addition bypasses the first thin link, link 2, then it can potentially have an available bandwidth eight times that of the current path. In practice we can obtain alternate routes through multi-homing, by using overlay networks, or with the help of mirror sites.

Using the estimates of sub-path available bandwidth we compute the probability that different links on the path are thin links. We compute the probabilities at any time instant
Figure 4.15: Probability of different links being thin links at time instants (a) $t = 180s$ and (b) $t = 360s$. We compute the probabilities from the sub-path available bandwidth in Fig. 4.14(b). In (a) only link 2 has a high probability of being a thin link, while in (b) both links 2 and 5 have high probabilities of being thin links.

using estimates of the sub-path available bandwidth in the past 100s. Recall that a link $m$ qualifies as a thin link if it has less available bandwidth than all preceding links, and that the thin link farthest away from the source is the tight link of the entire path. Fig. 4.15(a) plots the probability of different links being thin links at time instant $t = 180s$, which belongs to the first half of the simulation. We see that link 2 is almost certainly a thin link while the other links have low probabilities of being thin links. This strongly suggests that link 2 is the last thin link of the path and hence the tight link. Fig. 4.15(b) plots the probability of different links being thin links at time instant $t = 360s$, which belongs to the second half of the simulation. Now both links 2 and 5 are almost certainly thin links unlike other links. Clearly at this time instant link 5 is most likely the path’s tight link.
4.3.4 STAB Internet experiment

We next demonstrate STAB’s ability to locate the thin links of Internet paths. We run STAB simultaneously on two paths, one from the University of Wisconsin at Madison (UWisc) to Rice University and the other from the University of Illinois at Urbana-Champaign (UIUC) to Rice (see Fig. 4.16). The two paths share eight common links. The results correspond to a 30 minute experiment that began at 9a.m. on Tuesday, May 25, 2004. STAB uses an average probing load of 300kbps in this experiment.

Figure 4.16: Thin link localization experiment topology. The paths share eight links.

In Fig. 4.17 we plot STAB’s estimates of the sub-path available bandwidth over time for both paths. We compute the sub-path available bandwidth up to link \( m \) at any time instant using the estimates of available bandwidth from the past 30 chirps which have large packet TTL set to \( m \). The plots reveal several interesting facts. Observe that estimates of the sub-path available bandwidth are almost always less that 100Mbps. This is to be expected since the very first links of both paths are 100Mbps Ethernet links. Next observe that the sub-path available bandwidth dips at link 13 and 14 in Figs. 4.17(a) and (b) respectively after which the plots flatten out. This strongly suggests that these links are the tight links of the two paths. In fact, both these correspond to the
Figure 4.17: STAB estimates of sub-path available bandwidth for the (a) UWisc – Rice and (b) UIUC – Rice paths corresponding to the topology depicted in Fig. 4.16. In (a) observe a steep drop at link 13 and in (b) at link 14 indicating that they are thin links.

same 100Mbps Fast Ethernet link within Rice University (see Fig. 4.16). Thus STAB’s estimates for the two paths are consistent.

We confirm the intuition gained from Fig. 4.17 about the location of the tight links of the two end-to-end paths through plots of the probability of different links being thin links. We compute the probabilities at any time instant using estimates of the sub-path available bandwidth in the past 3.5 minutes. From Figs. 4.18 and 4.19 we observe that at different time instants in the experiment, indeed link 13 and link 14 are the last links
Figure 4.18: Probability of different links being thin links for the UWisc – Rice path at time instants (a) $t = 10\text{min}$ and (b) $t = 20\text{min}$.

Figure 4.19: Probability of different links being thin links for the UIUC – Rice path at time instants (a) $t = 10\text{min}$ and (b) $t = 20\text{min}$.

with a high probability of being thin links for the UWisc – Rice and UIUC – Rice paths respectively. These links are located close to the edge of the end-to-end path thus supporting the intuition that congestion normally occurs at the edge of the network.

The link utilization data we obtain from routers supports our tight link inferences.
This data corresponds to the average utilization of links in 5 minute intervals and is obtained using the Multi Router Traffic Grapher (MRTG) [3] tool. We obtain MRTG data from all links in the Abilene, the Texas GigaPOP, and the Rice University networks belonging to the two paths except for two OC-12 layer-2 links within the Texas GigaPOP. These layer-2 links are two of four layer-2 links that comprise link 12, which is a layer-3 link, of the UWisc – Rice path in Fig. 4.16. Among all the links we have MRTG data from, link 13 of the UWisc – Rice path indeed has the least available bandwidth, about 80Mbps. We observe, however, that STAB underestimates its available bandwidth to be about 50Mbps (see Fig. 4.17). Understanding the causes of this underestimation is part of our ongoing work.

Finally we compare STAB to the tool pipechar. We ran pipechar twice to locate the tight link on the UWisc – Rice path immediately after the conclusion of our experiment with STAB. Pipechar estimates that link 12 has the least available bandwidth on the path, slightly less than the available bandwidth of link 13. In the two runs pipechar estimates the available bandwidth at link 12 to be 45.8Mbps and 59.4Mbps, and that of link 13 to be 59.4Mbps and 61.2Mbps. Pipechar’s estimates for the available bandwidth of link 13 corroborate STAB’s available bandwidth estimates for the same link. We cannot verify pipechar’s estimates for link 12 because of incomplete MRTG data as mentioned above.

### 4.4 Summary

We have presented pathChirp, an active probing scheme that uses a novel “packet chirp” strategy to dynamically estimate the available bandwidth along an end-to-end network path. Internet and testbed experiments as well as simulations reveal that pathChirp provides accurate, though somewhat conservative, estimates of the available bandwidth. In addition, pathChirp outperforms existing tools in terms of estimation accuracy and
efficiency.

We have also presented STAB a tool to locate thin links in space and over time. It has a strong potential to improve numerous network aware applications and assist in network trouble-shooting.
Chapter 5

Future Directions

This thesis has developed novel multiscale techniques to address various problems in queuing analysis, sampling theory, and network probing. Our work has opened up new avenues for future research in each of these areas. We highlight some of these in this section.

5.1 Queuing analysis

Our multiscale queuing analysis currently provides approximations to the tail queue probability only of a single queue. Extending the analysis to a network of queues is one challenging item for future work. To compute our queuing approximations we require the marginals of traffic at the input of the queue at a fixed set of time scales. In order to apply our approximations to a network of queues we must know the marginal distributions of traffic at the input of all queues in the network.

The problem is that the marginals of a traffic stream can get deformed as the stream goes through a queue. In case very little queuing occurs in the network, as is believed to be the case in the Internet backbone, we can use the same marginals for a particular traffic stream throughout the network [38, 91]. In case the effects of queuing are non-negligible, however, we must compute the marginals of each traffic stream at the output of a queue from the statistics of traffic at the input and the queue’s service rate. Finding a good solution to this problem will contribute significantly to the growing field of
stochastic network calculus [52, 83].

5.2 Sampling theory

Our work on optimal sampling strategies raises several interesting questions for future research. While the general problem of determining the $n$ best random variables to linearly estimate another random variable is an NP-hard problem, we devised a polynomial-time algorithm to solve one problem of this type, namely determining the optimal leaf set for an independent innovations tree. Clearly, the structure of independent innovations trees was an important factor that enabled a fast algorithm. The question arises as to whether there are similar problems that have polynomial-time solutions.

We have proved optimal results for covariance trees by reducing the problem to one for independent innovations trees. Such techniques of reducing one optimization problems to another problem that has an efficient solution can be very powerful. If a problem can be reduced to one of determining optimal leaf sets for independent innovations trees in polynomial-time, then its solution is also polynomial-time. Which other problems are malleable to this reduction is an open question.

Sensor networks face several challenging research problems. We have only partially solved the issues of sensor placement. Ideally this problem must be solved in conjunction with other important problems such as developing optimal communication strategies and protocols.

Inference of the Internet’s internal properties is a rapidly developing field. While cross-traffic inference fits into our paradigm of estimation on trees, other inference problems require a more general framework. For example, a network operator may want to know the optimal $n$ locations in his network to capture detailed traffic traces. Detailed traffic traces are, however, too complicated to be represented by a single random vari-
able on a tree as in our paradigm. An important task of future work is to generalize our theory to arbitrary statistical models and optimality criteria.

5.3 Network probing

The current algorithm of pathChirp for available bandwidth estimation mainly uses information about whether delays are increasing or decreasing in the chirp delay signatures. The tool can be enhanced by more fully exploiting the rich information contained in the signatures.

Our probing tools currently provide available bandwidth information for only a single network path. Combining pathChirp and STAB with network tomography [23] will provide detailed maps of the Internet. Network tomography transmits probes between multiple sender and receiver hosts to determine various internal properties of the network. This is akin to medical imaging tomography, where X-rays or some other form of radiation is sent through a patient from different angles and the results are combined to obtain a detailed internal 3D picture of the patient.

Adapting the tools for use in wireless networks is also an important direction to pursue. Our tools are based on the principle of self-induced congestion which assumes that network delays of packets are mainly caused by queue build-ups at routers. Although this may be true in wired networks, the assumption may not hold in wireless networks where poor channel quality and interference from neighboring wireless hosts can delay packets. Probing in wireless networks is a nascent research area with several unexplored and challenging problems.
Appendix A

Proofs of queues with Gaussian traffic as input

Proof of Theorem 1

We prove the theorem in four steps.

**Step I:** Determine $\inf_{t>0} g(b, t)$ for a fixed value $b > 0$.

From (3.4) we obtain the partial derivative of $g(b, t)$ with respect to $t$:

$$
\frac{\partial g(b, t)}{\partial t} = t^H \hat{c} - \left( b + \hat{c} t \right) H t^{H-1} \sigma t^{2H} = \frac{\hat{c} t (1 - H) - b H}{\sigma t^{1+H}} \begin{cases} 
< 0, & 0 < t < \lambda(b) \\
= 0, & t = \lambda(b) \\
> 0, & t > \lambda(b)
\end{cases}
$$

where

$$
\lambda(b) = \frac{b H}{\hat{c} (1 - H)}.
$$

Note that $\lambda(b) > 0$ because $\hat{c} > 0$ and $0 < H < 1$ by assumption. Thus for a fixed value of $b$, $g(b, t)$ is monotonically decreasing over $0 < t < \lambda(b)$ and monotonically increasing when $t > \lambda(b)$. Clearly

$$
\inf_{t>0} g(b, t) = g(b, \lambda(b)) = \frac{b + \hat{c} \frac{b H}{\sigma (1-H)}}{\sigma \left( \frac{b H}{\sigma (1-H)} \right)^H} = \frac{b(1 - H + H) \left( \frac{\hat{c} (1 - H)}{b H} \right)^H}{\sigma H^{H(1 - H)} (1 - H)^{1-H}}.
$$

Note that $\lambda(b)$ is indeed the critical time scale defined by (2.3).

**Step II:** Determine $\varsigma(b) := \inf_{t \in \Theta} g(b, t) / g(b, \lambda(b))$ for fixed $b$.

Observe from (2.33) that the sequence $\{t_k\}_{k \in \mathbb{Z}}$ extends from $0$ to $\infty$. Thus there must exist an $l \in \mathbb{Z}$ such that $\lambda(b) \in [t_{l-1}, t_l]$. 


Consider the function
\[ f(b, t) := \frac{g(b, t)}{g(b, \lambda(b))}. \] (A.4)

Keeping \( b \) fixed, from (A.1) we see that \( g(b, t) \) increases as we move away from \( t = \lambda(b) \), we must have that
\[ \varsigma(b) = \min \{ f(b, t_{l-1}), f(b, t_{l}) \}. \] (A.5)

**Step III:** Determine \( \sup_{b \in \mathcal{A}_l} \varsigma(b) \) where
\[ \mathcal{A}_l := [\lambda^{-1}(t_{l-1}), \lambda^{-1}(t_l)], \] (A.6)
and \( \lambda^{-1}(t) \) is the inverse of \( \lambda(b) \) given by
\[ \lambda^{-1}(t) := \tilde{c} t (1 - H)/H. \] (A.7)

Note that \( b \in \mathcal{A}_l \) is equivalent to \( \lambda(b) \in [t_{l-1}, t_l] \). Since (A.5) holds for all \( b \in \mathcal{A}_l \) we see that \( f(b, t_{l-1}) \) and \( f(b, t_{l}) \) decide \( \sup_{b \in \mathcal{A}_l} \varsigma(b) \). From (3.4), (A.3) and (A.4) we have
\[ f(b, t) = \frac{b + \tilde{c} t}{b^{1-H}} \cdot \mathcal{R} \] (A.8)
where \( \mathcal{R} \) is a positive expression not depending on \( b \). Fixing \( t \) and differentiating with respect to \( b \) we get
\[
\frac{1}{\mathcal{R}} \cdot \frac{\partial f(b, t)}{\partial b} = \frac{b^{1-H} - (b + \tilde{c} t)(1 - H)b^{-H}}{b^{2-H}} = \frac{b^{-H}(b - (b + \tilde{c} t)(1 - H))}{b^{2-H}} = \frac{bH - \tilde{c} t (1 - H)}{b^{2-H}} \left\{ \begin{array}{ll} < 0, & 0 < b < \lambda^{-1}(t) \\ = 0, & b = \lambda^{-1}(t) \\ > 0, & b > \lambda^{-1}(t). \end{array} \right. \] (A.9)

Clearly for fixed \( t \), \( f(b, t) \) is monotonically decreasing with \( b \) for \( 0 < b < \lambda^{-1}(t) \) and monotonically increasing for \( b > \lambda^{-1}(t) \).
Using (A.9) we now compute \( \sup_{b \in A_l} \zeta(b) \). From (A.6) and (A.9) observe that \( f(b, t_{l-1}) \) monotonically increases and \( f(b, t_l) \) monotonically decreases as \( b \) increases over \( A_l \). If there exists \( a_l \in A_l \) such that

\[
 f(a_l, t_{l-1}) = f(a_l, t_l),
\]

then \( \zeta(b) \) must attain its supremum over \( A_l \) at this point (from (A.5)). Indeed such an \( a_l \) does exist. For the ease of notation we use

\[
 s_l := t_l / t_{l-1}.
\]

Solving (A.10), that is,

\[
 \frac{a_l + \tilde{c}t_{l-1}}{\sigma t_{l-1}^H} = \frac{a_l + \tilde{c}t_l}{\sigma t_l^H}
\]

we obtain \( a_l \) as

\[
 a_l = \frac{\tilde{c}t_{l-1} t_l (t_l^{-1} - t_l^{-H-1})}{t_l^H - t_{l-1}^H} = \tilde{c}t_l \cdot \frac{1 - s_l^{H-1}}{s_l^H - 1} = \frac{\tilde{c}t_l}{s_l} \cdot \frac{s_l - s_l^H}{s_l^H - 1}. \tag{A.13}
\]

As a result

\[
 g(a_l, t_l) = \frac{a_l + \tilde{c}t_l}{\sigma t_l^H} = \frac{\tilde{c}t_l \left( \frac{1 - s_l^{H-1}}{s_l^H - 1} \right) + 1}{\sigma t_l^H} = \frac{\tilde{c}t_l^{1-H} (s_l^H - s_l^{H-1})}{\sigma (s_l^H - 1)} = \frac{\tilde{c}t_l^{1-H} s_l^{H-1} (s_l - 1)}{\sigma (s_l^H - 1)}. \tag{A.14}
\]

Then from (2.35), (A.3), (A.13), and (A.14),

\[
 \sup_{b \in A_l} \zeta(b) = f(a_l, t_l) = \frac{g(a_l, t_l)}{g(a_l, \lambda(a_l))} = \left( \frac{s_l - 1}{s_l^H - 1} \right) \frac{\tilde{c}t_l^{1-H}}{\sigma s_l^{1-H}} \cdot \frac{\sigma H^H (1 - H)^{1-H}}{\tilde{c}H \left( \frac{\tilde{c}t_l}{s_l} \right)^{1-H} \left( \frac{s_l - s_l^H}{s_l^H - 1} \right)^{1-H}} \tag{A.15}
\]

\[
 = \frac{s_l - 1}{(s_l^H - 1)^H} \cdot \frac{1}{(s_l - s_l^H)^{1-H}} \cdot H^H (1 - H)^{1-H} = \zeta(s_l, H)
\]

**Step IV:** Determine \( h_\theta = \sup_{b \in \mathbb{R}_+} \zeta(b) \).
Claim 30 $\zeta(s_l, H)$ increases with $s_l$.

Proof of Claim 30: Note from (A.15) that $\zeta(s_l, H)$ equals $f(a_l, t_l)$. It is thus sufficient to prove that $f(a_l, t_l)$ increases with $s_l$. Without loss of generality we study how $f(a_l, t_l)$ changes by varying $t_{l-1}$ keeping $t_l$ fixed. Note that this is equivalent to varying $s_l$. We have from (A.13)

$$\frac{1}{c_{t_l}} \frac{\partial a_l}{\partial t_{l-1}} = \frac{(t_l^H - t_{l-1}^H)(H_{l-1}^H - t_{l-1}^H) - (t_{l-1}^H - t_{l-1} t_l^H)(-H t_{l-1}^H)}{(t_l^H - t_{l-1}^H)^2} = \frac{H t_{l-1}^H t_l^H}{(t_l^H - t_{l-1}^H)^2} - t_l^H t_{l-1}^H - H t_{l-1}^H t_l^H + H t_{l-1}^H t_l^H H t_{l-1}^H - H t_{l-1}^H t_l^H$$

It is easily shown that the function $H s_i - s_i^H + (1 - H)$ equals 0 at $s_i = 1$ and has a positive derivative for $s_i > 1$. Thus $\frac{\partial a_l}{\partial t_{l-1}} > 0$ for all $s_i > 1$. Using this fact, the knowledge that $a_l < \lambda^{-1}(t_l)$, and (A.9), we see that $f(a_l, t_l)$ decreases with increasing $t_{l-1}$, or equivalently it increases with increasing $s_l$. Claim 30 is thus proved.

From (2.33) and (A.7) we obtain that $\cup_t A_t = \mathbb{R}_+$. Exploiting the continuity of $\zeta(s_l, H)$ (see (A.15)) we then have

$$\sup_{b \in \mathbb{R}_+} \zeta(b) = \sup_l \zeta(s_l, H) = \zeta(\sup_l s_l, H) = \zeta(d_\theta, H).$$

(A.17)

Proof of Theorem 3

From (2.35) and the fact that $\zeta(s, H)$ is an increasing function of $s$ (see Claim 30 in the previous proof) we have that $\theta \in \Gamma_{\alpha}$ if and only if $d_\theta \leq \alpha$. Since $d_{\theta_{\alpha, \nu}} = \alpha$ for all $\nu > 0$, we have $\theta_{\alpha, \nu} \in \Gamma(\alpha)$. 
Consider \( \theta = \{ w_k : k \in \mathbb{Z} \} \in \Gamma_\alpha, w_k < w_{k+1} \forall k \), such that \( A_T(\theta) = \min_{\theta \in \Gamma(\alpha)} A_T(\theta) \).

Let \( w_i \) be the first element of \( \theta \) in \((t, \bar{t})\). Set \( \xi = w_i/\alpha^i \). Consider the set \( \theta_{\alpha, \xi} = \{ y_k : y_k = \xi \alpha^k, k \in \mathbb{Z} \} \). Clearly \( y_i = w_i \) and \( y_i \) must be the first element of \( \theta_{\alpha, \xi} \) in \((t, \bar{t})\).

Because \( w_{k+1}/w_k \leq \alpha \) and \( y_{k+1}/y_k = \alpha, \forall k \), we must have \( w_k \leq y_k, \forall k \geq i \). Consequently \( A_T(\theta_{\alpha, \xi}) \leq A_T(\theta) \) which proves (2.41).

It only remains to prove (2.40). We can write \((t, \bar{t})\) as a union of the following \( A_T(\theta_{\alpha, \xi}) + 1 \) intervals: \([y_i, y_i], [y_i, y_{i+1}], [y_{i+1}, y_{i+2}], \ldots, [y_{i+A_T(\theta_{\alpha, \xi})-2}, y_{i+A_T(\theta_{\alpha, \xi})-1}], \) and \([y_{i+A_T(\theta_{\alpha, \xi})-1}, \bar{t}]\). Note that the ratio of the supremum to infimum of each of these intervals is less than or equal to \( \alpha \). Consider \( \theta_{\alpha, \nu} \) for arbitrary \( \nu \). Clearly by definition \( \theta_{\alpha, \nu} \) can have at most one element in each of the these intervals. Thus (2.40) is proved.

Proof of Theorem 4:

The proof relies on the following two claims.

Claim 31 \( L^{[\theta_0]}(b_k) \simeq S^{[\theta_0]}(b_k) \).

Claim 32 \( \lim_{k \to \infty} \frac{C(b_k)}{\mathbb{Q}^*_{\infty}} = 0 \).

From (2.51), (2.50), and Claim 31 we have (2.48). From (2.46) and (A.2) note that

\[ \lambda(b_k) = \lambda^{[\theta_0]}(b_k) = \alpha^k. \tag{A.18} \]

Thus (2.4) and (2.8) give

\[ L^{[\theta_0]}(b_k) = C(b_k), \forall k. \tag{A.19} \]

From (2.43), (2.48), (A.19) and (2.42) we have (2.47). Finally Claim 32 combined with (2.48) gives (2.49).

We now prove the two claims. Recall the definition of \( g(b, t) \) (see (3.4)). For the ease of notation we denote \( g(b_k, \alpha^i) \) by \( g_{k,i} \). From (A.3) and (A.18) we have

\[ \inf_{t > 0} g(b_k, t) = g(b_k, \lambda(b_k)) = g(b_k, \alpha^k) = g_{k,k}. \tag{A.20} \]
Proof of Claim 31: From (2.8), (2.13), (2.28), and (A.20) we have

\[ S^{[\theta,\alpha]}(b_k) = \sum_{l \in \mathbb{Z}} \Phi(g_{k,l}) \]  
(A.21)

and

\[ L^{[\theta,\alpha]}(b_k) = \sup_{l \in \mathbb{Z}} \Phi(g_{k,l}) = \Phi(g_{k,k}). \]  
(A.22)

We now prove that the maximum term, \( \Phi(g_{k,k}) \), dominates the summation of (A.21).

We note two properties of \( \frac{g_{k,l}}{g_{k,k}} \). First, we have from (2.46) and (3.4)

\[
\frac{g_{k,l}}{g_{k,k}} = \frac{b_k + \hat{c} \alpha^l}{\sigma \alpha^H} \cdot \frac{\sigma \alpha^{kH}}{b_k + \hat{c} \alpha^k} \\
= \frac{\alpha^k (1 - H)/H + \alpha^l}{\alpha^H} \cdot \frac{\alpha^{kH}}{\alpha^{k(1 - H)/H + \alpha^k}} \\
= (\alpha^k (1 - H) + H \alpha^l) \cdot \frac{\alpha^{(k-l)H}}{\alpha^k} \\
= (1 - H) \alpha^{(k-l)H} + H \alpha^{(l-k)(1-H)} \\
\geq \epsilon_H \alpha^{|l-k| \epsilon_H},
\]  
(A.23)

where \( \epsilon_H = \min(H, 1 - H) \).

Second, from (A.1) and (A.18) observe that \( \frac{g_{k,l}}{g_{k,k}} \) monotonically increases with increasing \( l \) when \( l \geq k \) and also with decreasing \( l \) when \( l \leq k \). We then have \( \forall l \neq k \)

\[
\frac{g_{k,l}}{g_{k,k}} \geq \min \left( \frac{g_{k,k+1}}{g_{k,k}}, \frac{g_{k,k-1}}{g_{k,k}} \right) \\
= \min((1 - H) \alpha^{-H} + H \alpha^{(1-H)}), (1 - H) \alpha^{H} + H \alpha^{-(1-H)}) \\
=: \mathcal{I}_H > 1
\]  
(A.24)

Now \( g_{k,k} \) is an increasing unbounded function of \( k \):

\[
g_{k,k} = \frac{b_k + \hat{c} \alpha^k}{\sigma \alpha^{kH}} = \frac{\hat{c} \alpha^{k(1-H)}}{\sigma H}.
\]  
(A.25)

Let us assume that \( k \) is large enough to ensure that \( g_{k,k} > 1 \). From page 42 in [8], for \( \delta > 0 \)

\[
\left(1 - \frac{1}{\delta^2}\right) \frac{e^{-\delta^2/2}}{\delta \sqrt{2\pi}} \leq \Phi(\delta) \leq \frac{e^{-\delta^2/2}}{\delta \sqrt{2\pi}}.
\]  
(A.26)
It follows that

\[
\Phi(g_{k,k}) \geq \left( 1 - \frac{1}{g_{k,k}^2} \right) \cdot \frac{e^{-g_{k,k}^2/2}}{g_{k,k} \sqrt{2\pi}} \\
\geq \left( 1 - \frac{1}{g_{k,k}^2} \right) \cdot \frac{e^{-g_{k,k}^2/2}}{g_{k,k}} \cdot \Phi(g_{k,l}). \tag{A.27}
\]

Using (A.23) and (A.24) we have

\[
\Phi(g_{k,l}) \leq \frac{g_{k,l}}{g_{k,k}} \cdot \frac{e^{-(g_{k,l}^2/g_{k,k}^2-1)g_{k,k}^2/2}}{1 - \frac{1}{g_{k,k}^2}} \leq \frac{\alpha^{-|l-k| \epsilon_H}}{\epsilon_H} \cdot \frac{g_{k,k}^2 e^{-((I_H^2-1)g_{k,k}^2/2)}}{g_{k,k}^2 - 1} \tag{A.28}
\]

From (A.21) we have

\[
\Phi(g_{k,k}) \leq S_{\theta k}(b_k) \leq \Phi(g_{k,k}) + \sum_{l>k} \Phi(g_{k,l}) + \sum_{l<k} \Phi(g_{k,l}) \\
\leq \Phi(g_{k,k}) \left( 1 + 2 \cdot \frac{1}{\epsilon_H} \cdot \frac{g_{k,k}^2 e^{-(I_H^2-1)g_{k,k}^2/2}}{g_{k,k}^2 - 1} \sum_{r=1}^{\infty} \frac{\alpha^{-r\epsilon_H}}{\alpha^{-\epsilon_H}} \right) \\
\leq \Phi(g_{k,k}) \left( 1 + 2 \cdot \frac{g_{k,k}^2 e^{-(I_H^2-1)g_{k,k}^2/2}}{g_{k,k}^2 - 1} \cdot \frac{\alpha^{-\epsilon_H}}{1 - \alpha^{-\epsilon_H}} \right). \tag{A.29}
\]

From (A.24) and the fact that \(g_{k,k} \xrightarrow{k \to \infty} \infty\) we have

\[
\lim_{k \to \infty} S_{\theta k}(b_k) = 1, \tag{A.30}
\]

which proves Claim 31.

**Proof of Claim 32:** From (A.26) observe that \(\Phi(\delta) \simeq \frac{e^{-\delta^2/2}}{\delta \sqrt{2\pi}}\).

Set \(\eta := \left( \frac{\tau H}{\sigma H (1-H)^{\frac{3}{2}}} \right)^2\). From (2.30) and (A.3) we then have

\[
C(b) = \Phi(b^{1-H} \eta^{1/2}) \simeq \frac{b^{-1-H}}{\eta^{1/2} \sqrt{2\pi}} e^{-b^2-2H \eta^2}. \tag{A.31}
\]
When $1/2 < H < 1$ we have $0 < \frac{2H-1}{H} < 1$ which implies that
\[
\lim_{b \to \infty} \frac{b^{-(1-H)}}{b^{-(1-H)(2H-1)/H}} = 0.
\] (A.32)

Claim 32 follows from (2.44), (A.31) and (A.32), and the theorem is proved. \qed

The following lemma by Slepian helps us prove Theorem 6.

**Lemma 33** *(page 6 in [69])* Let $\Upsilon[t]$ and $\Psi[t]$, $t \in \theta$, be separable Gaussian random processes, where $\theta$ is a parameter set. If the following relations hold for their covariance functions:
\[
\text{var}(\Upsilon[t]) = \text{var}(\Psi[t]), \quad \forall t \in \theta
\] (A.33)
\[
\text{cov}(\Upsilon[t], \Upsilon[r]) \leq \text{cov}(\Psi[t], \Psi[r]), \quad \forall t, r \in \theta
\] (A.34)
plus their expected values are the same $\forall t$: then for any $x \in \mathbb{R}$
\[
\mathbb{P}\left\{\sup_{t \in \theta} \Upsilon[t] < x\right\} \leq \mathbb{P}\left\{\sup_{t \in \theta} \Psi[t] < x\right\}.
\] (A.35)

**Proof of Lemma 5:** Consider a queue with constant service rate $c$ bits per unit time. Clearly
\[
\sup_{t \in \theta} \mathbb{P}\left\{K[t] - ct > b\right\} \leq \mathbb{P}\left\{\cup_{t \in \theta} \{K[t] - ct > b\}\right\} \leq \sum_{t \in \theta} \mathbb{P}\{K[t] - ct > b\}.
\] (A.36)

From (2.6) we see that $\mathbb{P}\{Q[0] > b\}$ is identical to $\mathbb{P}\left\{\cup_{t \in \theta} \{K[t] - ct > b\}\right\}$. Then (2.8), (2.13) and (A.36) give (2.50).

We now prove that for $0 \leq a_k \leq 1$, $k = 1, \ldots, l$,
\[
\max_{k=1, \ldots, l} (1 - a_k) \leq 1 - \prod_{k=1}^{l} a_k \leq \sum_{k=1}^{l} (1 - a_k),
\] (A.37)
which is equivalent to (2.51). The first inequality in (A.37) is trivial. We prove the second inequality in (A.37) by induction. Assuming that
\[
1 - \prod_{k=1}^{l-1} a_k \leq \sum_{k=1}^{l-1} (1 - a_k),
\] (A.38)
we have
\[
\prod_{k=1}^{l} a_k \geq \left( 1 - \sum_{k=1}^{l-1} (1 - a_k) \right) a_l = a_l - a_l \sum_{k=1}^{l-1} (1 - a_k) \geq 1 - (1 - a_l) - \sum_{k=1}^{l-1} (1 - a_k) = 1 - \sum_{k=1}^{l} (1 - a_k).
\]  
(A.39)

The initial induction step, that is (A.38) for \( l = 2 \), is trivial thus proving the lemma.

\[\square\]

**Lemma 34** *(see [14]):* If \( E_1 \subset E_2 \cdots \) and \( E = \cup_i E_i \) then \( \lim_{i \to \infty} \mathbb{P} \{ E_i \} = \mathbb{P} \{ E \} \). If \( E_1 \supset E_2 \cdots \) and \( E = \cap_i E_i \) then \( \lim_{i \to \infty} \mathbb{P} \{ E_i \} = \mathbb{P} \{ E \} \).

**Proof of Theorem 6**

Define independent Gaussian random variables
\[
\Upsilon[t] \sim \mathcal{N}(\mathbb{E}(K_r[t] - tc), \text{var}(K_r[t])), \ t \in \theta.
\]  
(A.40)

and set
\[
\Psi[t] := K_r[t] - tc, \ t \in \theta.
\]  
(A.41)

From our assumption that \( \text{cov}(K_r[t], K_r[r]) \geq 0 \) we see that \( \Upsilon[t] \) and \( \Psi[t] \) satisfy the conditions in Lemma 33 and so (A.35) holds. Note that
\[
\mathbb{P} \left\{ \sup_{t \in \theta} \Psi[t] < b \right\} = 1 - \mathbb{P} \left\{ Q_r^{[\theta]} > b \right\}.
\]  
(A.42)

Label the elements of \( \theta \) as \( \{ t_k \}_{k \in \mathbb{Z}} \), which we assume satisfy (2.33). Define the sets
\[
E_i := \cap_{k=-i}^{i} \{ \Upsilon[t_k] < b \} \quad \text{and} \quad E := \cap_i E_i = \{ \sup_{t \in \theta} \Upsilon[t] < b \}.
\]  
Then from Lemma 34
we have \( \lim_{t \to \infty} \mathbb{P} \{ E_t \} = \mathbb{P} \{ E \} \) and consequently

\[
P^{[\theta]}(b) = 1 - \prod_{t \in \theta} \mathbb{P} \{ \Upsilon[t] < b \} = 1 - \mathbb{P} \left\{ \sup_{t \in \theta} \Upsilon[t] < b \right\},
\]

(A.43)

Then from (A.35), (A.42) and (A.43) the theorem is proved. \( \square \)

**Proof of Theorem 9:** A basic result from analysis [9] states that \( \sum_{k=1}^{\infty} \log(1 - a_k) > -\infty \), that is \( \prod_{k=1}^{\infty} (1 - a_k) > 0 \), if and only if \( \sum_{k=1}^{\infty} a_k < \infty \) where \( 0 \leq a_k < 1 \).

We thus only need to show that \( S^{[\theta, \alpha]}(b) < \infty \) to prove the theorem. Recall that \( b_k = \alpha^k \tilde{c}(1 - H)/H \) and \( g_{k, l} = \frac{b_{k+l} - \tilde{c} \alpha^l}{\sigma \alpha^l \Gamma} \). From (A.21), (A.23), (A.24), and (A.26) we have

\[
S^{[\theta, \alpha]}(b_k) = \Phi(g_{k, k}) + \sum_{l=k+1}^{\infty} \Phi(g_{k, l}) + \sum_{l=-\infty}^{k-1} \Phi(g_{k, l})
\]

\[
\leq \Phi(g_{k, k}) + \sum_{l=k+1}^{\infty} \frac{e^{-g_{k, l}^2/2}}{g_{k, l} \sqrt{2\pi}} + \sum_{l=-\infty}^{k-1} \frac{e^{-g_{k, l}^2/2}}{g_{k, l} \sqrt{2\pi}}
\]

\[
\leq \Phi(g_{k, k}) + \sum_{l=k+1}^{\infty} \frac{e^{-g_{k, l}^2/2}}{g_{k, l} \sqrt{2\pi}} + \sum_{l=-\infty}^{k-1} \frac{e^{-g_{k, l}^2/2}}{g_{k, l} \sqrt{2\pi}}
\]

\[
\leq \Phi(g_{k, k}) + \frac{e^{-g_{k, k}^2/2}}{g_{k, k} \epsilon H \sqrt{2\pi}} \left( \sum_{l=k+1}^{\infty} \alpha^{-|l-k|H} + \sum_{l=-\infty}^{k-1} \alpha^{-|l-k|H} \right)
\]

\[
= \Phi(g_{k, k}) + \frac{e^{-g_{k, k}^2/2}}{g_{k, k} \epsilon H \sqrt{2\pi}} \cdot \frac{2 \alpha^{-H}}{1 - \alpha^{-H}}
\]

\[
< \infty.
\]

(A.44)

Because \( \mathbb{P} \{ K[t] - ct > b \} \forall t \), is a decreasing function of \( b \), so is \( S^{[\theta, \alpha]}(b) \) (see (2.13)).

Since for any given \( b > 0 \) we can find \( k \) such that \( b_k < b \) we have \( S^{[\theta, \alpha]}(b) < \infty \forall b \), and the theorem is proved. \( \square \)
Appendix B

Proofs of WIG and MWM fed queues

The following lemma helps prove Theorem 8.

Lemma 35 (Lemma 6 of [72]) Define the distance between two WIG or MWM multiscale tree leaf nodes as the depth of their lowest common ancestor. Let $C_l$ denote the covariance of two leaf nodes with distance $l$. If $C_{l+1} \geq C_l$ for all $l$, then

$$\text{var}(K_{\text{end}}[2^i]) \geq \text{var} \left( \sum_{k \in B_i} V_{n,k} \right)$$

(B.1)

where $i = 0, \ldots, n$ and $B_i$ is any subset of $\{0, \ldots, 2^n - 1\}$ of size $2^i$.

Proof of Theorem 8: We start with preliminaries regarding the covariance structure of WIG tree leaf nodes. The leaf node $V_{n,k}$ (see Fig. 2.1) has the representation

$$V_{n,k} = 2^{-n}V_{0,0} + \sum_{j=0}^{n-1} (-1)^{k_j+1}2^{-(n-j)}Z_{j,k}$$

(B.2)

where $k_j = \lfloor k/2^n \rfloor$. Any leaf node $V_{n,k'}$ with distance $l (\leq n - 1)$ from $V_{n,k}$ has the representation

$$V_{n,k'} = 2^{-n}V_{0,0} + \sum_{j=0}^{l-1} (-1)^{k_j+1}2^{-(n-j)}Z_{j,k} - (-1)^{k_l+1}2^{-(n-l)}Z_{l,k_l} + \sum_{j=l+1}^{n-1} (-1)^{k_j'+1}2^{-(n-j)}Z_{j,k_j'}$$

(B.3)

where $k_j' \neq k_j$ for $j > l$. For the ease of notation we denote $\text{var}(Z_{j,k})$ by $\text{var}(Z_j)$ because it is not a function of $k$. Since $V_{0,0}$ and the $Z_{j,k}$’s are independent we have

$$C_l = \text{cov}(V_{n,k}, V_{n,k'})$$
\begin{equation}
2^{-2n}\text{var}(V_{0,0}) + \sum_{j=0}^{l-1} 2^{-2(n-j)}\text{var}(Z_j) - 2^{-2(n-l)}\text{var}(Z_l). \tag{B.4}
\end{equation}

Using (2.56) and (B.4) we have for $0 \leq l \leq n - 2$

\begin{align*}
C_{l+1} - C_l &= 2 \cdot 2^{-2(n-l)}\text{var}(Z_l) - 2^{-2(n-l-1)}\text{var}(Z_{l+1}) \\
&= 2^{-2(n-l)+1}(\text{var}(Z_l) - 2\text{var}(Z_{l+1})) \\
&\geq 0. \tag{B.5}
\end{align*}

Now from (B.2) and (B.4) we have

\begin{equation}
C_n = \text{cov}(V_{n,k}, V_{n,k}) = 2^{-2n}\text{var}(V_{0,0}) + \sum_{j=0}^{n-1} 2^{-2(n-j)}\text{var}(Z_j) \geq C_l, \quad \forall l \leq n. \tag{B.6}
\end{equation}

Thus $C_l$ increases with distance $l$. From (2.56), (B.5), and (B.6) we also have for $0 \leq l \leq n$ that

\begin{equation}
C_l \geq C_0 = 2^{-2n}\text{var}(V_{0,0}) - 2^{-2n}\text{var}(Z_{0,0}) \geq 0. \tag{B.7}
\end{equation}

We use (B.5) and (B.7) to prove the two following claims.

**Claim 36** $\text{var}(K_{\text{end}}[2^i]) \geq \text{var}(K_{\tau}[2^i])$ for $i = 0, \ldots, \lfloor \log_2 \tau \rfloor$ and for $\tau = 1, \ldots, 2^n$.

**Claim 37** $\text{cov}(K_{\tau}[t], K_{\tau}[r]) \geq 0$ for $0 \leq t, r \leq \tau$.

Note that $K_{\tau}[2^i]$ is one possible value of $\sum_{k \in B_i} V_{n,k}$ in (B.1). Thus Claim 36 follows from Lemma 35 and (B.5). We note that Claim 36 was proved specifically for a WIG model of fGn in [53] (Theorem 5 therein). A minor modification in the analysis of [53] however generalizes the result for all model parameters satisfying (2.56).

Because $K_{\tau}[t] = \sum_{k=\tau-t}^{\tau-1} V_{n,k}$ it follows that $\text{cov}(K_{\tau}[t], K_{\tau}[r])$ is a linear combination of the $C_l$’s with \textit{positive} weights. Claim 37 then follows from this fact and from (B.7).
Note that
\[ P\left\{ K_\tau[t] - \tilde{c}(n)t < b \right\} = 1 - \Phi \left( \frac{b + \tilde{c}(n)t - \mathbb{E}(K_\tau[t])}{\sqrt{\text{var}(K_\tau[t])}} \right). \] (B.8)

From (2.26) we have that
\[ b + \tilde{c}(n)t - \mathbb{E}(K_\tau[t]) > 0. \] (B.9)

Since the process \( V_{n,k} \) is first-order stationary, \( \mathbb{E}(K_{\text{end}}[t]) = \mathbb{E}(K_\tau[t]) \) for all \( \tau \) and \( t \).

This fact along with Claim 36, (B.8), and (B.9) then give
\[ P\left\{ K_\tau[2^i] - \tilde{c}(n)2^i < b \right\} \leq P\left\{ K_{\text{end}}[2^i] - \tilde{c}(n)2^i < b \right\}, \; i = 0, \ldots, \lfloor \log_2 \tau \rfloor, \; \tau = 1, \ldots, 2^n. \] (B.10)

We thus have
\[ P_{\text{end}}^{[\theta_2]}(b) \geq P_\tau^{[\theta_2]}(b), \; \forall \tau = 1, \ldots, 2^n. \] (B.11)

Claim 37 and Theorem 6 give
\[ P_\tau^{[\theta_2]}(b) \geq \mathbb{P}\left\{ Q_\tau^{[\theta_2]} > b \right\}, \; \forall \tau = 1, \ldots, 2^n. \] (B.12)

Combining (B.11) and (B.12) proves the theorem. \( \square \)

**Lemma 38** Assume that the events \( W_i \) are of the form \( W_i = \{ I_i < \kappa_i \} \), where \( I_i = R_0 + R_1 + \ldots + R_i \) for \( 1 \leq i \leq n \) and where \( R_0, \ldots, R_n \) are independent, otherwise arbitrary random variables. Then, for \( 1 \leq i \leq n \), we have
\[ \mathbb{P}\left\{ W_i | W_{i-1}, \ldots, W_0 \right\} \geq \mathbb{P}\left\{ W_i \right\}. \] (B.13)

**Proof:** We first spell out some notation. By \( f_L \) and \( F_L \) we denote the probability density function (PDF) and cumulative distribution function (CDF), respectively, of a random variable \( L \). Furthermore, we denote by \( F_L|E(l) \) the CDF of \( L \) conditioned on knowing
the event \( E \). For convenience, let us write \( W_i := \{ I_i < \kappa_i \} \) for short, and let us introduce
the auxiliary random variables \( Y_0 := L_0 := I_0 := R_0, \)

\[
Y_i := I_i | W_{i-1}, \ldots, W_0 \quad \text{and} \quad L_i := I_i | W_i, \ldots, W_0, \quad i \geq 1. \tag{B.14}
\]

To prove the lemma, it is enough to show that

\[
F_{Y_i}(r) \geq F_{L_i}(r) \tag{B.15}
\]

\( \forall r \in \mathbb{R} \) and \( \forall i \) and then set \( r = \kappa_i \).

We prove (B.15) by induction. First note that \( F_{Y_0}(r) \geq F_{I_0}(r) \). Next, we assume
that (B.15) holds for \( i \) and show that it holds also for \( i + 1 \). Bayes’ rule yields

\[
F_{L_i}(r) = \begin{cases}
\frac{F_{Y_i}(r)}{F_{Y_i}(\kappa_i)}, & \text{if } r \leq \kappa_i \\
1, & \text{otherwise}
\end{cases} \geq F_{Y_i}(r). \tag{B.16}
\]

The key to the proof is to note that \( Y_{i+1} = L_i + R_{i+1} \), where \( R_{i+1} \) is independent of \( I_j \)
and hence of \( W_j \) for \( j \leq i \). In short, \( R_{i+1} \) is independent of \( L_i \). This fact, (B.15) and
(B.16) allow us to write

\[
F_{Y_{i+1}}(r) = \mathbb{P}\{L_i + R_{i+1} < r\} = \int_{-\infty}^{\infty} \int_{-\infty}^{r-r_{i+1}} f_{L_i}(l_i) f_{R_{i+1}}(r_{i+1}) \, dl_i \, dr_{i+1}
\]

\[
= \int_{-\infty}^{\infty} F_{L_i}(r - r_{i+1}) f_{R_{i+1}}(r_{i+1}) \, dr_{i+1}
\]

\[
\geq \int_{-\infty}^{\infty} F_{Y_i}(r - r_{i+1}) f_{R_{i+1}}(r_{i+1}) \, dr_{i+1}
\]

\[
\geq \int_{-\infty}^{\infty} F_{I_i}(r - r_{i+1}) f_{R_{i+1}}(r_{i+1}) \, dr_{i+1}
\]

\[
= \mathbb{P}\{I_i + R_{i+1} < r\} = F_{I_{i+1}}(r). \tag{B.17}
\]

This proves the claim by induction. \( \square \)
Proof of Theorem 7

Let us first show that Lemma 38 applies to the WIG and the MWM for the events \( W_i = K_{\text{end}}[2^{n-i}] < b \). To this end we need only show that these \( W_i \) can be written in the appropriate form. Recall that we have \( K_{\text{end}}[2^{n-i}] = V_{i,2^{i-1}} \).

**WIG:** The WIG uses additive innovations \( Z_{j,k} \) arranged on a tree as in Fig. 2.1. It is immediate from (2.18) that \( K_{\text{end}}[2^{n-i}] \) becomes

\[
K_{\text{end}}[2^{n-i}] = V_{i,2^{i-1}} = 2^{-i}V_{0,0} - \sum_{j=0}^{i-1} 2^{j-i}Z_{j,2^{j-1}}. 
\]

(B.18)

It suffices, thus, to set \( \kappa_i = 2^ib + 2^{n-i}\tilde{c}(n) \), \( R_0 = V_{0,0} \) and \( R_i = -2^{i-1}Z_{i-1,2^{i-1}-1} \).

**MWM:** The MWM employs the same tree structure as the WIG, however, with multiplicative innovations \( U_{j,k} \). Recalling (2.20), \( K_{\text{end}}[2^{n-i}] \) becomes

\[
K_{\text{end}}[2^{n-i}] = V_{i,2^{i-1}} = V_{0,0} \prod_{j=0}^{i-1} (1 - U_j). 
\]

(B.19)

Taking logarithms, it is a simple task to write the events \( W_i \) in the required form, this time by setting \( \kappa_i = \ln(b + 2^{n-i}\tilde{c}(n)) \), \( R_0 = \ln(V_{0,0}) \), and \( R_i = \ln(1 - U_{i-1}) \).

Using (B.13) we find

\[
\mathbb{P}\left\{Q_{\text{end}}^{[b_2]} > b \right\} = 1 - \mathbb{P}\left\{Q_{\text{end}}^{[b_2]} < b \right\} = 1 - \mathbb{P}\{\bigcap_{i=0}^{n} W_i \}
\]

\[
= 1 - \mathbb{P}\{W_0\} \prod_{i=1}^{n} \mathbb{P}\{W_i | W_{i-1}, \ldots, W_0\}
\]

\[
\leq 1 - \prod_{i=0}^{n} \mathbb{P}\{W_i\} = P_{\text{end}}^{[b_2]}(b). 
\]

(B.20)

Proof of Theorem 10

Let us use the superscript \((n)\) to denote variables corresponding to a tree of depth \( n \).

Define the events

\[
W_j^{(n)} = \{K^{(n)}[2^{n-j}] < b + \tilde{c}^{(n)}2^{n-j}\}. 
\]

(B.21)
We require the notion of a threshold scale $N$ to prove Theorem 10: Let $N$ be such that
\[ \mathbb{P} \left\{ W^{(j)}_j \right\} \geq 1 - 2^{-j}, \ \forall j \geq N. \] (B.22)

We start by showing the existence of such a threshold scale.
\[ \mathbb{P} \left\{ W^{(n)}_n \right\} = \mathbb{P} \left\{ \varrho U_{-1} \ldots U_{n-1} < b + \bar{c}^{(n)} \right\}. \] (B.23)

For short, let us write $\Lambda_i := \log_2(U_i)$ and
\[ \chi_n := -\frac{1}{n} \log_2(b/\varrho + \bar{c}^{(n)}/\varrho). \] (B.24)

For any $r > 0$, a simple application of the Jensen inequality and independence yields the Chernoff bound:
\[ 1 - \mathbb{P} \left\{ W^{(n)}_n \right\} = \mathbb{P} \left\{ -(1/n)(\Lambda_{-1} + \ldots + \Lambda_{n-1}) < \chi_n \right\} \]
\[ = \mathbb{P} \left\{ 2^{r(\Lambda_{-1} + \ldots + \Lambda_{n-1})} > 2^{-rn\chi_n} \right\} \]
\[ \leq \frac{\mathbb{E}(2^{r(\Lambda_{-1} + \ldots + \Lambda_{n-1})})}{2^{-rn\chi_n}} \]
\[ = 2^{n(-T^{(n)}(r) - 1 + r\chi_n)}. \] (B.25)

Here we set
\[ T^{(n)}(r) = -1 - (1/n) \sum_{i=-1}^{n-1} \log_2 \mathbb{E}(U_i^r). \] (B.26)

Now, taking logarithms and minimizing over $r > 0$ yields
\[ (1/n) \log_2 \left( 1 - \mathbb{P} \left\{ W^{(n)}_n \right\} \right) \leq \inf_{r > 0} \left( r\chi_n - T^{(n)}(r) \right) - 1 \]
\[ = -1 + (T^{(n)})^*(\chi_n) \leq -1 \] (B.27)
provided that $\chi_n$ is small enough that $(T^{(n)})^*(\chi_n) < 0$. Here $(T^{(n)})^*$ is the Legendre transform of $T^{(n)}$ defined by the infimum expression of (B.27). Now $(T^{(n)})^*$ converges to a concave function $T^*$ that has two zeros, the smaller zero being strictly positive but
smaller than 1 [77]. Also, we point out that $\chi_n$ decreases to 0 and that $T^{(n)}$ converges to $T$, implying that the zero of $(T^{(n)})^*$ will not change greatly once $n$ is large.

We can thus assume that $(T^{(n)})^*(\chi_n)$ is negative for all $n$ greater than or equal to some critical $N$, which is the condition needed for completing the proof rigorously. For $n \geq N$, we have then $1 - P[W^{(n)}_n] \leq 2^{-n} \leq 2^{-N}$ which proves (B.22). Choosing $\varepsilon = \log_2(1 - 2^{-N})/(2^{-N}) < 0$, we guarantee that $\log_2 P[W^{(n)}_n] \geq \varepsilon \left(1 - P[W^{(n)}_n]\right)$ for all $n \geq N$. We conclude that

$$\log_2 \prod_{n=N}^{N'} P[W^{(n)}_n] \geq \varepsilon \sum_{n=N}^{N'} \left(1 - P[W^{(n)}_n]\right)$$

$$\geq \varepsilon \sum_{n=N}^{N'} 2^{-n} \geq \varepsilon \sum_{n=N}^{\infty} 2^{-n}$$

$$\geq \varepsilon 2^{-N+1}. \quad \text{(B.29)}$$

Thus we may estimate the “neglected terms” in $P^{(N)}(b)$ by $1 \geq \prod_{n=N}^{\infty} P[W^{(n)}_n] \geq 2^\varepsilon 2^{-N+1}$, which leads to

$$1 - P^{(N)}(b) \geq 1 - P^{(\infty)}(b)$$

$$\geq \left(1 - P^{(N)}(b)\right) 2^\varepsilon 2^{-N+1}$$

$$= \left(1 - P^{(N)}(b)\right) (1 - 2^{-N})^2. \quad \text{(B.30)}$$

Our choice of a $\beta$-distribution [46] for the tree-root $V_{0,0}$ and innovations $U_{j,k}$ (see (2.22) and (2.21)) ensures that $P\{\mathcal{K}^{(n)}[2^i] - tc < b\} > 0$ for all $i \in \{0, \ldots, n\}$ and for all tree depths $n$. Thus

$$P^{(N)}(b) < 1. \quad \text{(B.31)}$$

From (B.30) and (B.31) we have (2.66). □
Appendix C

Proofs for independent innovations trees

Proof of (3.11) (Adapted from Appendix A in [21])

Without loss of generality assume that $V_\gamma$ has mean zero. We have

$$L_{\gamma k} = H_k V_\gamma + W_k,$$

where $H_k$ is a constant vector and $W_k$ is a function of random innovations. Defining

$$H := [H^T_0, H^T_1, \ldots, H^T_{P,}]^T$$

(C.2)

and

$$W := [W^T_0, W^T_1, \ldots, W^T_{P,}]^T$$

(C.3)

we have

$$L_\gamma = H V_\gamma + W.$$

(C.4)

Denote $\text{var}(V_\gamma)$ by $v$. It follows that

$$S_{L_\gamma} = HH^T v + S_W$$

(C.5)

and

$$\text{cov}(L_\gamma, V_\gamma) = Hv.$$  

(C.6)
Using (3.17), (C.5), and (C.6) we obtain

\[
\mathcal{E}(V_{\gamma}|L_{\gamma})(\frac{1}{v} + \mathcal{H}^T S_W^{-1} \mathcal{H})
\]

\[
= (v - (\mathcal{H}^T v) S_{L_{\gamma}}^{-1}(\mathcal{H} v))(\frac{1}{v} + \mathcal{H}^T S_W^{-1} \mathcal{H})
\]

\[
= 1 - \mathcal{H}^T S_{L_{\gamma}}^{-1} \mathcal{H} v + \mathcal{H}^T S_W^{-1} \mathcal{H} v - (\mathcal{H}^T v) S_{L_{\gamma}}^{-1}(\mathcal{H} v) \mathcal{H}^T S_W^{-1} \mathcal{H}
\]

\[
= 1 - \mathcal{H}^T S_{L_{\gamma}}^{-1} \mathcal{H} v + \mathcal{H}^T S_W^{-1} \mathcal{H} v - (\mathcal{H}^T v) S_{L_{\gamma}}^{-1}(S_{L_{\gamma}} - S_W) S_W^{-1} \mathcal{H}
\]

\[
= 1.
\]

(C.7)

Key to the proof is the fact that the vectors $W_k$, $k = 1, 2, \ldots, P_{\gamma}$ are independent. This along with (C.7) completes the proof as follows.

\[
\frac{1}{\mathcal{E}(V_{\gamma}|L_{\gamma})} = \frac{1}{v} + \mathcal{H}^T S_W^{-1} \mathcal{H}
\]

\[
= \frac{1}{v} + \sum_{k=1}^{P_{\gamma}} \mathcal{H}_k^T S_W^{-1} \mathcal{H}_k
\]

\[
= \frac{1}{v} + \sum_{k=1}^{P_{\gamma}} \left(\frac{1}{\mathcal{E}(V_{\gamma}|L_{\gamma})} - \frac{1}{v}\right).
\]

(C.8)

Proof of Lemma 18

We first prove the following statement.

Claim 39 If there exists $X^* = [x_k^*] \in \Delta_n(M_1, \ldots, M_P)$ that has the following property:

\[
\psi_i(x_i^*) - \psi_i(x_i^* - 1) \geq \psi_j(x_j^* + 1) - \psi_j(x_j^*),
\]

(C.9)

\[\forall i \neq j \text{ such that } x_i^* > 0 \text{ and } x_j^* < M_j, \text{ then}\]

\[
h(n) = \sum_{k=1}^{P} \psi_k(x_k^*).\]

(C.10)

We then prove that such an $X^*$ always exists and can be constructed using the water-filling technique.
Consider any \( \hat{X} \in \Delta_n(M_1, \ldots, M_P) \). Using the following steps, we transform the vector \( \hat{X} \) two elements at a time to obtain \( X^* \).

**Step 1:** (Initialization) Set \( X = \hat{X} \).

**Step 2:** If \( X \neq X^* \) then there exists a pair \( i, j \) such that \( x_i \neq x_i^* \) and \( x_j \neq x_j^* \) since the elements of both \( X \) and \( X^* \) sum up to \( n \). Without loss of generality assume that \( x_i < x_i^* \) and \( x_j > x_j^* \). This assumption implies that \( x_i^* > 0 \) and \( x_j^* < M_j \). Now form vector \( Y \) such that

\[
\begin{align*}
y_i &= x_i + 1 \\
y_j &= x_j - 1 \\
y_k &= x_k, \ (k \neq i, j).
\end{align*}
\] (C.11)

From (C.9) and the concavity of \( \psi_i \) and \( \psi_j \) we have

\[
\psi_i(y_i) - \psi_i(x_i) = \psi_i(x_i + 1) - \psi_i(x_i) \\
\geq \psi_i(x_i^*) - \psi_i(x_i^* - 1) \\
\geq \psi_j(x_j^* + 1) - \psi_j(x_j^*) \\
\geq \psi_j(x_j) - \psi_j(x_j - 1) \\
\geq \psi_j(x_j) - \psi_j(y_j).
\] (C.12)

As a consequence

\[
\sum_k (\psi_k(y_k) - \psi_k(x_k)) = \psi_i(y_i) - \psi_i(x_i) + \psi_j(y_j) - \psi_j(x_j) \\
\geq 0.
\] (C.13)

**Step 3:** If \( Y \neq X^* \) then set \( X = Y \) and repeat Step 2, otherwise stop.

After performing the above steps at most \( \sum_k M_k \) times, \( Y = X^* \) and (C.13) gives

\[
\sum_k \psi_k(x_k^*) = \sum_k \psi_k(y_k) \geq \sum_k \psi_k(\hat{x}_k).
\] (C.14)

This proves Claim 39.
Indeed for any $\tilde{X} \neq X^*$ satisfying (C.9) we must have $\sum_k \psi_k(\tilde{x}_k) = \sum_k \psi_k(x_k^*)$.

We now prove the following claim by induction.

**Claim 40** $G^{(n)} \in \Delta_n(M_1, \ldots, M_P)$ and that $G^{(n)}$ satisfies (C.9).

(Initial Condition) The claim is trivial for $n = 0$.

(Induction Step) Clearly from (3.6) and (3.7)

$$\sum_k g_k^{(n+1)} = 1 + \sum_k g_k^{(n)} = n + 1,$$

(C.15)

and $0 \leq g_k^{(n+1)} \leq M_k$. Thus $G^{(n+1)} \in \Delta_{n+1}(M_1, \ldots, M_P)$. We now prove that $G^{(n+1)}$ satisfies property (C.9). We need to consider pairs $i, j$ as in (C.9) for which either $i = m$ or $j = m$ because all other cases directly follow from the fact that $G^{(n)}$ satisfies (C.9).

Case (i) $j = m$, where $m$ is defined as in (3.7). Assuming that $g_m^{(n+1)} < M_m$, for all $i \neq m$ such that $g_i^{(n+1)} > 0$ we have

$$\psi_i \left( g_i^{(n+1)} \right) - \psi_i \left( g_i^{(n+1)} - 1 \right)$$

$$= \psi_i \left( g_i^{(n)} \right) - \psi_i \left( g_i^{(n)} - 1 \right)$$

$$\geq \psi_m \left( g_m^{(n)} + 1 \right) - \psi_m \left( g_m^{(n)} \right)$$

$$\geq \psi_m \left( g_m^{(n)} + 2 \right) - \psi_m \left( g_m^{(n)} + 1 \right)$$

$$= \psi_m \left( g_m^{(n+1)} + 1 \right) - \psi_m \left( g_m^{(n+1)} \right).$$

(C.16)

Case (ii) $i = m$. Consider $j \neq m$ such that $g_j^{(n+1)} < M_j$. We have from (3.7) that

$$\psi_m \left( g_m^{(n+1)} \right) - \psi_m \left( g_m^{(n+1)} - 1 \right)$$

$$= \psi_m \left( g_m^{(n)} + 1 \right) - \psi_m \left( g_m^{(n)} \right)$$

$$\geq \psi_j \left( g_j^{(n)} + 1 \right) - \psi_j \left( g_j^{(n)} \right)$$

$$= \psi_j \left( g_j^{(n+1)} + 1 \right) - \psi_j \left( g_j^{(n+1)} \right).$$

(C.17)
Thus Claim 40 is proved.

It only remains to prove the next claim.

**Claim 41** $h(n)$, or equivalently $\sum_k \psi_k(g_k^{(n)})$, is non-decreasing and concave.

Since $\psi_k$ is non-decreasing for all $k$, from (3.6) we have that $\sum_k \psi_k(g_k^{(n)})$ is a non-decreasing function of $n$. We have from (3.7)

$$h(n+1) - h(n) = \sum_k \left( \psi_k(g_k^{(n+1)}) - \psi_k(g_k^{(n)}) \right)$$

$$= \max_{k: g_k^{(n)} < M_k} \left\{ \psi_k(g_k^{(n)} + 1) - \psi_k(g_k^{(n)}) \right\}.$$  \hspace{1cm} (C.18)

From the concavity of $\psi_k$ and the fact that $g_k^{(n+1)} \geq g_k^{(n)}$ we have that

$$\psi_k(g_k^{(n)} + 1) - \psi_k(g_k^{(n)}) \geq \psi_k(g_k^{(n+1)} + 1) - \psi_k(g_k^{(n+1)}),$$  \hspace{1cm} (C.19)

for all $k$. Thus from (C.18) and (C.19), $h(n)$ is concave.

**Proof of Corollary 19**

Set $x_k^* = \lfloor \frac{n}{P} \rfloor$ for $1 \leq k \leq P - n + P \left\lfloor \frac{n}{P} \right\rfloor$ and $x_k^* = 1 + \lfloor \frac{n}{P} \rfloor$ for all other $k$. Then $X^* = [x_k^*] \in \Delta_n(M_1, \ldots, M_P)$ and $X^*$ satisfies (C.9) from which the result follows.

The following two lemmas are required to prove Theorem 20.

**Lemma 42** Given independent random variables $A, W, F$, define $B$ and $C$ through $B := \zeta A + W$ and $C := \eta B + F$ where $\zeta, \eta$ are constants. We then have the result

$$\frac{\text{var}(A)}{\text{cov}(A, C)^2} - \frac{\text{cov}(B, C)^2}{\text{var}(B)} = \frac{\zeta^2 + \text{var}(W)/\text{var}(A)}{\zeta^2} \geq 1.$$  \hspace{1cm} (C.20)
Proof: Without loss of generality assume all random variables have zero mean. We have

\[
\text{cov}(C, B) = \mathbb{E}(\eta B^2 + FB) = \eta \text{var}(B), \tag{C.21}
\]

\[
\text{cov}(A, C) = \mathbb{E}(\eta(\zeta A + W + F)A) = \mathbb{E}(\zeta \eta A^2 + \eta WA + FA) = \zeta \eta \text{var}(A), \tag{C.22}
\]

and

\[
\text{var}(B) = \mathbb{E}(\zeta^2 A^2 + W^2 + 2\zeta AW) = \zeta^2 \text{var}(A) + \text{var}(W). \tag{C.23}
\]

Thus from (C.21), (C.22) and (C.23)

\[
\frac{\text{cov}(B, C)^2}{\text{var}(B)} \cdot \frac{\text{var}(A)}{\text{cov}(A, C)^2} = \frac{\eta^2 \text{var}(B)}{\zeta^2 \eta^2 \text{var}(A)} = \frac{\zeta^2 + \text{var}(W) / \text{var}(A)}{\zeta^2} \geq 1. \tag{C.24}
\]

\(\square\)

Lemma 43 Given a positive function \(\rho_i, i \in \mathbb{Z}\) and constant \(\alpha > 0\) such that

\[
q_i := \frac{1}{1 - \beta \rho_i} \tag{C.26}
\]

is also positive, concave, and non-decreasing for all \(\beta\) such that \(0 < \beta \leq \alpha\).
Proof: Define \( \kappa_i := \rho_i - \rho_{i-1} \). Since \( \rho_i \) is positive and \( r_i \) is positive and non-decreasing, \( \alpha \rho_i < 1 \) and \( \rho_i \) must increase with \( i \), that is \( \kappa_i \geq 0 \). This combined with the fact that \( \beta \rho_i \leq \alpha \rho_i < 1 \) guarantees that \( q_i \) must be positive and non-decreasing.

It only remains to prove the concavity of \( q_i \). From (C.25)

\[
\frac{r_{i+1} - r_i}{r_{i+1} - r_i} = \frac{1}{1 - \alpha \rho_{i+1}} - \frac{1}{1 - \alpha \rho_i} = \frac{\alpha (\rho_{i+1} - \rho_i)}{(1 - \alpha \rho_{i+1})(1 - \alpha \rho_i)} = \alpha \kappa_{i+1} \frac{r_{i+1} r_i}{r_{i+1} r_i}.
\]

We are given that \( r_i \) is concave, that is

\[
0 \geq (r_{i+2} - r_{i+1}) - (r_{i+1} - r_i) = \alpha r_{i+1} \left[ \kappa_{i+2} \left( \frac{1 - \alpha \rho_i}{1 - \alpha \rho_{i+2}} \right) - \kappa_{i+1} \right]. \tag{C.28}
\]

Since \( r_i > 0 \ \forall i \), we must have

\[
\left[ \kappa_{i+2} \left( \frac{1 - \alpha \rho_i}{1 - \alpha \rho_{i+2}} \right) - \kappa_{i+1} \right] \leq 0. \tag{C.29}
\]

Similar to (C.28) we have that

\[
(g_{i+2} - g_{i+1}) - (g_{i+1} - g_i) = \beta q_i q_{i+1} \left[ \kappa_{i+2} \left( \frac{1 - \beta \rho_i}{1 - \beta \rho_{i+2}} \right) - \kappa_{i+1} \right]. \tag{C.30}
\]

Since \( q_i > 0 \ \forall i \), for the concavity of \( q_i \) it suffices to show

\[
\left[ \kappa_{i+2} \frac{1 - \beta \rho_i}{1 - \beta \rho_{i+2}} - \kappa_{i+1} \right] \leq 0. \tag{C.31}
\]

Now

\[
\frac{1 - \alpha \rho_i}{1 - \alpha \rho_{i+2}} = \frac{1 - \beta \rho_i}{1 - \beta \rho_{i+2}} = \frac{(\alpha - \beta)(\rho_{i+2} - \rho_i)}{(1 - \alpha \rho_{i+2})(1 - \beta \rho_{i+2})} \geq 0. \tag{C.32}
\]
Then (C.29) and (C.32) combined with the fact that $\kappa_i \geq 0$, $\forall i$ proves (C.31).

**Proof of Theorem 20**

We split the theorem into three claims.

**Claim 44** $L^* := \bigcup_k L^{(k)}(x_k^*) \in \mathcal{L}_\gamma(n)$.

From (3.11), (3.12), and (3.14) we obtain

$$
\mu_\gamma(n) + \frac{P_\gamma - 1}{\text{var}(V_\gamma)} = \max_{L \in \Lambda_\gamma(n)} \sum_{k=1}^{P_\gamma} \mathcal{E}^{-1}(V_\gamma | L_{\gamma k}) \\
\leq \max_{x \in \Delta_n(N_{\gamma_1}, \ldots, N_{\gamma_{P_\gamma}})} \sum_{k=1}^{P_\gamma} \mu_{\gamma, \gamma k}(x_k). \quad (C.33)
$$

Clearly $L^* \in \Lambda_\gamma(n)$. We then have from (3.11) and (3.12)

$$
\mu_\gamma(n) + \frac{P_\gamma - 1}{\text{var}(V_\gamma)} \geq \mathcal{E}^{-1}(V_\gamma | L^*) + \frac{P_\gamma - 1}{\text{var}(V_\gamma)} \\
= \sum_{k=1}^{P_\gamma} \mathcal{E}^{-1}(V_\gamma | L_{\gamma k}^*) \\
= \sum_{k=1}^{P_\gamma} \mu_{\gamma, \gamma k}(x_k^*) \\
= \max_{x \in \Delta_n(N_{\gamma_1}, \ldots, N_{\gamma_{P_\gamma}})} \sum_{k=1}^{P_\gamma} \mu_{\gamma, \gamma k}(x_k). \quad (C.34)
$$

Thus from (C.33) and (C.34) we have

$$
\mu_\gamma(n) = \mathcal{E}^{-1}(V_\gamma | L^*) = \max_{x \in \Delta_n(N_{\gamma_1}, \ldots, N_{\gamma_{P_\gamma}})} \sum_{k=1}^{P_\gamma} \mu_{\gamma, \gamma k}(x_k) - \frac{P_\gamma - 1}{\text{var}(V_\gamma)}, \quad (C.35)
$$

which proves Claim 44.

**Claim 45** If $L \in \mathcal{L}_{\gamma k}(n)$ then $L \in \mathcal{L}_{\gamma, \gamma k}(n)$ and vice versa.

Denote an arbitrary leaf node of the tree of $\gamma \backslash k$ as $C$. Then $V_\gamma, V_{\gamma k},$ and $C$ are related through

$$
V_{\gamma k} = q_{\gamma k} V_{\gamma} + W_{\gamma k}, \quad (C.36)
$$
and

\[ C = \eta V_k + F \]  \hspace{1cm} (C.37)

where \( \eta \) and \( \varrho_{\gamma k} \) are scalars and \( W_{\gamma k}, F \) and \( V_\gamma \) are independent random variables. We note that by definition \( \text{var}(V_\gamma) > 0 \) \( \forall \gamma \) (see Definition 15). From Lemma 42 we have

\[
\frac{\text{cov}(V_{\gamma k}, C)}{\text{cov}(V_\gamma, C)} = \left( \frac{\text{var}(V_{\gamma k})}{\text{var}(V_\gamma)} \right)^{1/2} \left( \frac{\varrho_{\gamma k}^2 + \text{var}(W_{\gamma k})}{\varrho_{\gamma k}^2} \right)^{1/2}
\]

\[ =: \xi_{\gamma,k} \]

\[ \geq \left( \frac{\text{var}(V_{\gamma k})}{\text{var}(V_\gamma)} \right)^{1/2}. \]  \hspace{1cm} (C.38)

From (C.38) we see that \( \xi_{\gamma,k} \) is not a function of \( C \).

Denote the covariance between \( V_\gamma \) and leaf node vector \( L = [l_i] \in \Lambda_{\gamma k}(n) \) as \( \Theta_{\gamma,L} = [\text{cov}(V_\gamma, l_i)]^T \). Then (C.38) gives

\[ \Theta_{\gamma,k,L} = \xi_{\gamma,k} \Theta_{\gamma,L}. \]  \hspace{1cm} (C.39)

From (3.17) we have

\[ E(V_\gamma | L) = \text{var}(V_\gamma) - \varphi(\gamma, L) \]  \hspace{1cm} (C.40)

where \( \varphi(\gamma, L) = \Theta_{\gamma,L}^T S_{L}^{-1} \Theta_{\gamma,L} \). Note that \( \varphi(\gamma, L) \geq 0 \) since \( S_{L}^{-1} \) is positive semi-definite. Using (C.39) we similarly get

\[ E(V_{\gamma k} | L) = \text{var}(V_{\gamma k}) - \frac{\varphi(\gamma, L)}{\xi_{\gamma,k}^2}. \]  \hspace{1cm} (C.41)

From (C.40) and (C.41) we see that \( E(V_\gamma | L) \) and \( E(V_{\gamma k} | L) \) are both minimized over \( L \in \Lambda_{\gamma k}(n) \) by the same leaf vector that maximizes \( \varphi(\gamma, L) \). This proves Claim 45.

**Claim 46** \( \mu_{\gamma,k}(n) \) is a positive, non-decreasing, and concave function of \( n \), \( \forall k, \gamma \).

We start at a node \( \gamma \) at one scale from the bottom of the tree and then move up the tree.

**Initial Condition:** Note that \( V_{\gamma k} \) is a leaf node. From (3.2) and (C.40) we obtain

\[ E(V_\gamma | V_{\gamma k}) = \text{var}(V_\gamma) - \frac{(\varrho_{\gamma k} \text{var}(V_\gamma))^2}{\text{var}(V_{\gamma k})} \leq \text{var}(V_\gamma). \]  \hspace{1cm} (C.42)
For our choice of $\gamma$, $\mu_{\gamma,k}(1)$ corresponds to $E^{-1}(V_{\gamma}|V_{\gamma,k})$ and $\mu_{\gamma,k}(0)$ corresponds to $1/\text{var}(V_{\gamma})$. Thus from (C.42), $\mu_{\gamma,k}(n)$ is positive, non-decreasing, and concave (trivially since $n$ takes only two values here).

**Induction Step:** Given that $\mu_{\gamma,k}(n)$ is a positive, non-decreasing, and concave function of $n$ for $k = 1, \ldots, P_{\gamma}$, we prove the same when $\gamma$ is replaced by $\gamma \uparrow$. Without loss of generality choose $k$ such that $(\gamma \uparrow)k = \gamma$. From (3.12), (3.14), (C.40), (C.41) and Claim 45, we have for $L \in \mathcal{L}_{\gamma}(n)$

$$\mu_{\gamma}(n) = \frac{1}{\text{var}(V_{\gamma})} \cdot \frac{1}{1 - \frac{\var(\gamma,L)}{\text{var}(V_{\gamma})}} \quad \text{(C.43)}$$

and

$$\mu_{\gamma \uparrow,k}(n) = \frac{1}{\text{var}(V_{\gamma \uparrow})} \cdot \frac{1}{1 - \frac{\var(\gamma,L)}{\mathcal{L}_{\gamma \uparrow,k} \text{var}(V_{\gamma \uparrow})}} \quad \text{(C.44)}$$

From (C.35), the assumption that $\mu_{\gamma,k}(n) \forall k$ is a positive, non-decreasing, and concave function of $n$, and Lemma 18 we have that $\mu_{\gamma}(n)$ is a non-decreasing and concave function of $n$. Note that by definition (see (3.12)) $\mu_{\gamma}(n)$ is positive. This combined with (3.2), (C.43), (C.44), (C.38) and Lemma 43, then prove that $\mu_{\gamma \uparrow,k}(n)$ is also positive, non-decreasing, and concave. \qed
Appendix D

Proofs for covariance trees

We now prove a lemma which we then use to prove Theorem 28.

As a first step we compute the leaf arrangements $L$ which maximize and minimize the sum of all elements of $S_L = [s_{i,j}(L)]$. We restrict our analysis to a covariance tree with depth $N$ and in which each node (excluding leaf nodes) has $\sigma$ child nodes. We introduce some notation. Define

$$\Gamma^{(u)}(p) := \{L : L \in \Lambda_\emptyset(\sigma^p) \text{ and } L \text{ is a uniform leaf node set}\} \quad \text{(D.1)}$$

and

$$\Gamma^{(c)}(p) := \{L : L \text{ is a clustered leaf set of a node at scale } N - p\} \quad \text{(D.2)}$$

for $p = 0, 1, \ldots, N$. We number nodes at scale $m$ in an arbitrary order from $q = 0, 1, \ldots, \sigma^m - 1$ and refer to a node by the pair $(m, q)$.

**Lemma 47** Assume a positive correlation progression. Then, $\sum_{i,j} s_{i,j}(L)$ is minimized over $L \in \Lambda_\emptyset(\sigma^p)$ by every $L \in \Gamma^{(u)}(p)$ and maximized by every $L \in \Gamma^{(c)}(p)$. For a negative correlation progression, $\sum_{i,j} s_{i,j}(L)$ is maximized by every $L \in \Gamma^{(u)}(p)$ and minimized by every $L \in \Gamma^{(c)}(p)$.

**Proof:** Set $p$ to be an arbitrary element in $\{1, \ldots, N - 1\}$. The case of $p = 0$ and $p = N$ is trivial. Let $\vartheta_m = \#\{s_{i,j}(L) \in S_L : s_{i,j}(L) = c_m\}$ be the number of elements of $S_L$
equal to \( c_m \). Define \( a_m := \sum_{k=0}^m \vartheta_k, m \geq 0 \) and set \( a_{-1} = 0 \). Then

\[
\sum_{i,j} s_{i,j} = \sum_{m=0}^N c_m \vartheta_m = \sum_{m=0}^{N-1} c_m (a_m - a_{m-1}) + c_N \vartheta_N \\
= \sum_{m=0}^{N-1} c_m a_m - \sum_{m=-1}^{N-2} c_{m+1} a_m + c_N \vartheta_N \\
= \sum_{m=0}^{N-2} (c_m - c_{m+1}) a_m + c_{N-1} a_{N-1} - c_0 a_{-1} \\
+ c_N \vartheta_N \\
= \sum_{m=0}^{N-2} (c_m - c_{m+1}) a_m + \text{constant}, \tag{D.3}
\]

where we used the fact that \( a_{N-1} = a_N - \vartheta_N \) is a constant independent of the choice of \( L \), since \( \vartheta_N = \sigma^p \) and \( a_N = \sigma^{2p} \).

We now show that \( L \in \Gamma^{(u)}(p) \) maximizes \( a_m, \forall m \) while \( L \in \Gamma^{(c)}(p) \) minimizes \( a_m, \forall m \).

First we prove the results for \( L \in \Gamma^{(u)}(p) \). Note that \( L \) has one element in the tree of every node at scale \( p \).

Case (i) \( m \geq p \). Since every element of \( L \) has distance at most \( p - 1 \) with all other elements, \( a_m = \sigma^p \) which is the maximum value it can take. Case (ii) \( m < p \) (assuming \( p > 0 \)). Let the number of elements of \( L \) belonging to the sub-tree of \( V_{(m+1,q)} \) be \( g_q, q = 0, \ldots, \sigma^{m+1} - 1 \). We have

\[
a_m = \sum_{q=0}^{\sigma^{m+1}-1} g_q (\sigma^p - g_q) = \frac{\sigma^{2p+1+m}}{4} - \sum_{q=0}^{\sigma^{m+1}-1} (g_q - \sigma^p/2)^2 \tag{D.4}
\]
since every element of \( L \) in the tree of \( V_{(m+1,q)} \) must have distance \textit{at most} \( m \) with all nodes \textit{not} in the same tree but must have distance \textit{at least} \( m + 1 \) with all nodes \textit{within} the same tree.

The choice of \( g_q \)'s is constrained to lie on the hyperplane \( \sum_q g_q = \sigma^p \). Obviously the quadratic form of (D.4) is maximized by the point on this hyperplane closest to
the point \((\sigma^p/2, \ldots, \sigma^p/2)\) which is \((\sigma^{p-m-1}, \ldots, \sigma^{p-m-1})\). This is clearly achieved by \(L \in \Gamma^{(u)}(p)\).

Now we prove the results for \(L \in \Gamma^{(c)}(p)\).

Case (i) \(m < N - p\). We have \(a_m = 0\), the smallest value it can take.

Case (ii) \(N - p \leq m < N\). Consider leaf node \(l_i \in L\) which without any loss of generality belongs to the tree of \(V_{(m+1,0)}\). Let \(a_m(l_i)\) be the number of elements of \(L\) to which \(l_i\) has distance less than or equal to \(m\). Now since \(l_i\) has distance less than or equal to \(m\) only with those elements of \(L\) not in the same tree, we must have \(a_m(l_i) \geq \sigma^p - \sigma^{N-m-1}\). Since \(L \in \Gamma^{(c)}(p)\) achieves this lower bound for \(a_m(l_i), \forall i\) and \(a_m = \sum_i a_m(l_i)\), \(L \in \Gamma^{(c)}\) minimizes \(a_m\) in turn. \(\square\)

Let us now study, to what extent the above results transfer to the actual matrix of interest \(S_L^{-1}\). We start with a useful formula.

**Lemma 48** Denote the eigenvalues of \(S_L\) by \(\{f_j; j = 1, \ldots, \sigma^p\}\). Assume that no leaf node of the tree can be expressed as a linear combination of other leaf nodes, implying that \(\{f_j > 0, \forall j\). Set \(D_L = [d_{i,j}]_{\sigma^p \times \sigma^p} := S_L^{-1}\). Then there exist positive numbers \(f_i\) with \(f_1 + \ldots + f_\sigma^p = 1\) such that

\[
\sum_{i,j=1}^{\sigma^p} s_{i,j} = \sigma^p \sum_{j=1}^{\sigma^p} f_j \{f_j\}, \text{ and (D.5)}
\]

\[
\sum_{i,j=1}^{\sigma^p} d_{i,j} = \sigma^p \sum_{j=1}^{\sigma^p} f_j / \{f_j\}. \text{ (D.6)}
\]

Furthermore, for both special cases, \(L \in \Gamma^{(u)}(p)\) and \(L \in \Gamma^{(c)}(p)\), we may choose the weights \(f_j\) such that only one is non-zero.

**Proof:** Since the matrix \(S_L\) is real and symmetric there exists an orthonormal eigenvector matrix \(U = [u_{i,j}]\) that diagonalizes \(S_L\), that is \(S_L = U \Xi U^T\) where \(\Xi\) is diagonal with
eigenvalues $\lambda_j, j = 1, \ldots, \sigma^p$. Define $w_j := \sum_i u_{i,j}$. Then

$$\sum_{i,j} s_{i,j} = 1_{1 \times \sigma^p} S_L 1_{\sigma^p \times 1}$$

$$= (1_{1 \times \sigma^p} U) \Xi (1_{1 \times \sigma^p} U)^T$$

$$= [w_1 \ldots w_{\sigma^p}] \Xi [w_1 \ldots w_{\sigma^p}]^T$$

$$= \sum_j \lambda_j w_j^2.$$  

Further, since $U^T = U^{-1}$ we have

$$\sum_j w_j^2 = (1_{1 \times \sigma^p} U)(U^T 1_{\sigma^p \times 1}) = 1_{1 \times \sigma^p} I_{1_{\sigma^p \times 1}} = \sigma^p.$$  

(D.7)

Setting $f_i = w_i^2 / \sigma^p$ establishes (D.5). Using the decomposition $S_L^{-1} = (U^T)^{-1} \Xi^{-1} U^{-1} = U \Xi^{-1} U^T$ similarly gives (D.6).

Consider the case $L \in \Gamma^{(u)}(p)$.

Since $L = [l_i]$ consists of a symmetrical set of leaf nodes (the set of distances between any element $l_i$ and the rest does not depend on $i$) the sum of the covariances of a leaf node $l_i$ with its fellow leaf nodes does not depend on $i$, and we can set:

$$\lambda^{(u)} := \sum_{j=1}^{\sigma^p} s_{i,j}(L) = c_N + \sum_{m=1}^{\sigma^p-m} c_m.$$  

(D.8)

With the sum of the elements of any row of $S_L$ being identical, the vector $1_{\sigma^p \times 1}$ is an eigenvector of $S_L$ with eigenvalue $\lambda^{(u)}$ equal to (D.8).

Recall that we can always choose a basis of orthogonal eigenvectors which includes $1_{\sigma^p \times 1}$ as the first basis vector. It is well known that the rows of the corresponding basis transformation matrix $U$ will then be exactly these normalized eigenvectors. Since they are orthogonal to $1_{\sigma^p \times 1}$, the sum of their coordinates $w_j (j = 2, \ldots, \sigma^p)$ must be zero. Thus, all $f_i$ but $f_1$ vanish. (The last claim follows also from the observation that the sum of coordinates of the normalized $1_{\sigma^p \times 1}$ equals $w_1 = \sigma^p \sigma^{-p/2} = \sigma^{p/2}$; due to (D.7) $w_j = 0$ for all other $j$.)
Consider the case $L \in \Gamma^{(u)}(p)$.

The reasoning is similar to the above and we can define

$$\lambda^{(c)} := \sum_{j=1}^{p} s_{i,j}(L) = c_N + \sum_{m=1}^{p} \sigma^m c_{N-m}. \quad (D.9)$$

**Proof of Theorem 28**

Due to the special form of the covariance vector $\text{cov}(L, V_\Theta) = \rho 1_{1\times k}$ we observe from (3.17) that minimizing the LMMSE $\mathcal{E}(V_\Theta|L)$ over $L \in \Lambda_\Theta(n)$ is equivalent to maximizing $\sum_{i,j} d_{i,j}(L)$ the sum of the elements of $S_L^{-1}$.

Note that the weights $f_i$ as well as the eigenvalues $\{i\}$ of Lemma 48 depend on the arrangement of the leaf nodes $L$. To avoid confusion, we denote by $\{i\}$ the eigenvalues of $S_L$ for an arbitrary fixed set of leaf nodes $L$, and by $\lambda^{(u)}$ and $\lambda^{(c)}$ the only relevant eigenvalues of $L \in \Gamma^{(u)}(p)$ and $L \in \Gamma^{(c)}(p)$ according to (D.8) and (D.9).

Assume a positive correlation progression, and let $L$ be an arbitrary set of $\sigma^p$ leaf nodes. Lemma 47 and Lemma 48 then imply that

$$\lambda^{(u)} \leq \sum_{j} \lambda_j f_j \leq \lambda^{(c)}. \quad (D.10)$$

Since $S_L$ is positive definite, we must have $\lambda_j > 0$. We may then interpret the middle expression as an expectation of the positive “random variable” $\{i\}$ with discrete law given by $f_i$. Jensen’s inequality applies with the convex function $1/x$ ($x > 0$) and yields

$$\sum_{j} (1/\lambda_j) f_j \geq \frac{1}{\sum_{j} \lambda_j f_j} \geq \frac{1}{\lambda^{(c)}}. \quad (D.11)$$

In other words, $\sum_{i,j} d_{i,j}$ is minimized by $L \in \Gamma^{(c)}(p)$; that is, clustering the nodes in the tree gives the worst LMMSE.

A similar argument holds for the negative correlation progression case which proves the Theorem. \qed
Appendix E

Psuedo-code and computational complexity of water-filling algorithm

structure node{
    var;   /* variance of node */
    M;     /* $\mathcal{N}_\gamma$, where $\gamma$ is this node */
    N;     /* $|L_\gamma|$ where $L$ is the current leaf node set */
    curr_u; /* $\mu_\gamma(N)$ */
    next_u; /* $\mu_\gamma(N+1)$ */
    curr_v; /* $\mu_{\gamma,k}(N)$, where $\gamma k = \gamma$ */
    next_v; /* $\mu_{\gamma,k}(N+1)$ */
    num_child; /* $P_\gamma$ */
    child; /* pointer to location of first child, $\gamma 1$ */
    cov_fac; /* $\xi_{\gamma_1,k}^2$ where $\gamma k = \gamma$ */
    parent; /* pointer to parent, $\gamma \uparrow$ */
    const; /* $\Theta_\gamma$ */
    var_W; /* var($W_\gamma$) */
    max_v_loc; /* child number with highest (next_v-curr_v) */
}

*node create_nodes(){
    /*create an array of ‘node’ structures which sets the parent, child, num_child, var_W, and const fields for all nodes. */
Initialize the root node variance. Return a pointer to the root location.*/

init(node *node){
    node *parent, *child; /*pointers to parent and child of node*/

    parent=node->parent;  /*set parent to parent of current node*/
    child=node->child;    /*set child to first child of current node*/

    node->N=0;

    if (node != root){    /* if the node is not the root */
        node->var=((node->const)² * parent->var) +node->var_W;   
        node->cov_fac=(node->var/parent->var)*[(node->const)²  
            +(node->var_W/parent->var)]/(node->const)²] ;          
        /* set node variance */
        node->curr_v=1/parent->var;
    }/* end if (node!= root) */

    node->curr_u=1/node->var;

    if (node->child != 0){    /* if not a leaf node */
        for k=1 to node->num_child {
            init(child+k-1);      /* initialize all children */
            node->M+=(child+k-1)->M;
        }/*end for loop*/
max_v_loc=find_max_v(node);
    /*find child with maximum (next_v-curr_v) */
node->max_v_loc=max_v_loc;
node->next_v=node->curr_v+(child+max_v_loc-1)->next_v
    -(child+max_v_loc-1)->curr_v;
if (node!=root){
    node->next_v=1/(parent->var - ((1/node->cov_fac)
        *(node->var-(1/node->next_v))));
} ;    /*end if (node != root) */
} ;    /* end if (node->child != 0)*/
else {    /*else if a leaf node*/
    node->M=1;
    node->next_v=1/(parent->var
        -((node->const*parent->var)²/node->var));
    }
return ;
}

int find_max_v(node *node){
    /* find child with maximum (next_v - curr_v) */
int i;
double max=0.0;
int max_v_loc;    /*child number*/
node *child;    /*pointer to child*/

    child=node->child;
for i=1 to node->num_child {
    if (child->next_v - child->curr_v > max){
        max=child->next_v - child->curr_v;
        max_v_loc=i;
        child++; /*move to next child node*/
    } /*end if*/
} /*end for loop*/

/*returns pointer to the next optimal leaf node */
find_next_leaf(node *node){
    node *parent, *child; /*pointers to parent and child*/
    parent=node->parent;
    child=node->child;
    node->N++;

    if (node->num_child==0) { /*if a leaf node */
        best_child=node; /* return this leaf node */
    }
    else{
        best_child=find_next_leaf(child+max_v_loc-1);
        node->curr_u=node->next_u;
        node->curr_v=node->next_v;
        if (node->N < node->M) { /*if nodes remaining in sub-tree*/
            max_v_loc=find_max_v(node);
            /*find child with maximum (next_v-curr_v) */
        }
    }
}

node *parent, *child; /*pointers to parent and child*/
parent=node->parent;
child=node->child;
node->N++;

if (node->num_child==0) { /*if a leaf node */
    best_child=node; /* return this leaf node */
}
else{
    best_child=find_next_leaf(child+max_v_loc-1);
    node->curr_u=node->next_u;
    node->curr_v=node->next_v;
    if (node->N < node->M) { /*if nodes remaining in sub-tree*/
        max_v_loc=find_max_v(node);
        /*find child with maximum (next_v-curr_v) */
    }
node->max_v_loc=max_v_loc;
node->next_u=node->curr_u+(child+max_v_loc-1)->next_v
    -(child+max_v_loc-1)->curr_v;
if (node!=root){
    node->next_v=1/(parent->var - ((1/node->cov_fac)
        *(node->var-(1/node->next_u))));
} /* end if (node ≠ root) */
}; /*end if (node→N < node→M) */
} /*end if (node→num_child=0) */ return(best_child);
}

leaves best_leaves(int n){ /* Determine the best n leaf nodes
to estimate the root*/
    node *root;
    root=create_nodes(); /* create array of node structures */
    init(root); /* initialize the structure array starting
    with root */
    leaves=empty set; /* leaves contains the set of
    leaf indices selected so far*/
    for i=1 to n
        leaves=leavesUfind_next_leaf(root); /* each leaf entry
            consists of a set of child indices of nodes
            connecting the root to the leaf*/
        return(leaves);
    }

**Computational Complexity:** Denote the number of nodes in the tree by $R$ and the
depth of the tree by $N$. The complexity of create_nodes() and init(root) is
$O(R)$ since they create and initialize $R$ structures of type node. The complexity of \texttt{find\_next\_leaf}(root) is $O(N)$ since it updates a fixed amount of information at each node along a path from the root to a leaf along of length $N$. The overall complexity of the water-filling algorithm is thus $O(R + nN)$. If every node in the tree has the same number of children then $N$ is approximately $\log(R)$ thus giving an overall complexity of $O(R + n \log(R))$. 
Appendix F

Pseudo-code for pathChirp algorithm

procedure estimate\_D(q)\{
/* q denotes the vector of a single chirp train’s queuing delays */
for (k = 1 to N - 1) \( E_k = 0; /*initialize*/ \)
i = 1; /* Denotes current packet number */
l = N - 1; /* N=number of chirp packets*/
while(i \( \leq \) N - 1)\{
    if (\( q_i < q_{i+1} \))\{
        j = excursion(q, i, F, L)\;
        choose case(j):
        Case(a): \( j > i \) and \( j \leq N \)
            for (s = i to j - 1)
                if (\( q_s < q_{s+1} \)) \( E_s = R_s; \)
        Case(b): \( j = N + 1 \)
            for (s = i to N - 1) \( E_s = R_i; \)
        l = i;
    \}
\}
/* end choose case */

if \( j = i \) \( j = j + 1; \)

\( i = j; \)

} /* end if */

else

\( i = i + 1; \)

} /* end while*/

\( D = 0; \)

for \( (i = 1 \text{ to } N - 1) \{ /*computing } D*/

if \( (E_i == 0) \)

\( D+ = R_i \Delta_i; /* \text{Case (c)} */ \)

else

\( D+ = E_i \Delta_i; \)

}; /* end of for loop */

\( D = D/\sum_{1 \leq i \leq N-1}(\Delta_i); \)

return \( D; \)

}

/*The excursion segmentation algorithm*/

procedure excursion(q,i,F,L){

\( j = i + 1; \)
max_q = 0;

while((j ≤ N) and (q(j) - q(i) > max_q/F))
{
    max_q = maximum(max_q, q(j) - q(i));
    j = j + 1;
}

if ((j ≥ N)) return j;

if (j - i ≥ L)
    return j;
else
    return i;
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